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Electrons in 
Vibrating Buckyball 

Cellular Tomography, 

 Cryo-electron Microscopy 

Poliovirus 

Ribosome Sequences 

VMD ï ñVisual Molecular Dynamicsò 

Whole Cell Simulations 

ÅVisualization and analysis of: 

ï molecular dynamics simulations 

ï quantum chemistry calculations 

ï particle systems and whole cells 

ï sequence data 

ÅUser extensible w/ scripting and plugins 

Åhttp://www.ks.uiuc.edu/Research/vmd/ 
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CUDA GPU-Accelerated Trajectory 

Analysis and Visualization in VMD 
GPU-Accelerated Feature         

or Kernel 

Typical speedup vs. 

a single CPU core 

Molecular orbital display 120x 

Radial distribution function 92x 

Ray tracing w/ shadows 46x 

Electrostatic field calculation 44x 

Molecular surface display 40x 

Ion placement 26x 

MDFF density map synthesis  26x 

Implicit ligand sampling 25x 

Root mean squared fluctuation 25x 

Radius of gyration 21x 

Close contact determination 20x 

Dipole moment calculation 15x 
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NAMD Titan XK7 Performance August 2013 

HIV -1: ~1.2 TB/day 
@ 4096 XK7 nodes 
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VMD Petascale Visualization and Analysis 

ÅAnalyze/visualize large trajectories too 
large to transfer off-site: 

ïCompute time-averaged electrostatic fields, 
MDFF quality-of-fit, etc. 

ïUser-defined parallel analysis operations, 
data types 

ïParallel rendering, movie making 

ÅParallel I/O rates up to 275 GB/sec on 
8192 Cray XE6 nodes ï can read in   
231 TB in 15 minutes! 

ÅMulti -level dynamic load balancing 
tested with up to 262,144 CPU cores 

ÅSupports GPU-accelerated Cray 
XK7 nodes for both visualization and 
analysis usage 

NCSA Blue Waters Hybrid       
Cray XE6 / XK7 Supercomputer 

22,640 XE6 CPU nodes 

4,224 XK7 nodes w/ GPUs support 
fast VMD OpenGL movie 
rendering and visualization 
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VMD for Demanding Analysis Tasks 

Parallel VMD Analysis w/ MPI 

ÅCompute time-averaged 
electrostatic fields, MDFF 
quality-of-fit, etc. 

ÅParallel rendering, movie making 

ÅUser-defined parallel reduction 
operations, data types 

ÅParallel I/O on Blue Waters:  

ï109 GB/sec on 512 nodes  

ï275 GB/sec on 8,192 nodes 

ÅTimeline per-residue SASA 
calc. achieves 800x speedup @ 
1000 BW XE6 nodes 

Å  Supports GPU-accelerated 
clusters and supercomputers 

VMD 

VMD 

VMD 

Sequence/Structure Data,  

Trajectory Frames, etcé 

Gathered Results 

Data-parallel 

analysis in 
VMD 

w/ dynamic 
load 

balancing 
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Time-Averaged Electrostatics Analysis 

on Energy-Efficient GPU Cluster 
Å1.5 hour job (CPUs) reduced to 

3 min (CPUs+GPU) 

ÅElectrostatics of thousands of 
trajectory frames averaged  

ÅPer-node power consumption on 
NCSA ñACò GPU cluster: 

ïCPUs-only: 299 watts 

ïCPUs+GPUs: 742 watts 

ÅGPU Speedup: 25.5x 

ÅPower efficiency gain: 10.5x 

Quantifying the Impact of GPUs on Performance and Energy 
Efficiency in HPC Clusters. J. Enos, C. Steffen, J. Fullop, M. 

Showerman, G. Shi, K. Esler, V. Kindratenko, J. Stone, J. Phillips.  
The Work in Progress in Green Computing,  pp. 317-324, 2010. 



NIH BTRC for Macromolecular Modeling and Bioinformatics 

http://www.ks.uiuc.edu/ 

Beckman Institute, 
 U. Illinois at Urbana-Champaign 

Time-Averaged Electrostatics Analysis on  

NCSA Blue Waters 

Preliminary performance for VMD time-averaged electrostatics w/ Multilevel 
Summation Method on the NCSA Blue Waters Early Science System 

NCSA Blue Waters Node Type Seconds per trajectory 

frame for one compute 

node 

Cray XE6 Compute Node: 

32 CPU cores (2xAMD 6200 CPUs) 

9.33 

Cray XK6 GPU-accelerated Compute Node: 

16 CPU cores + NVIDIA  X2090 (Fermi) GPU 

2.25 

Speedup for GPU XK6 nodes vs. CPU XE6 nodes XK6 nodes are 4.15x 

faster overall 

Tests on XK7 nodes indicate MSM is CPU-bound with 

the Kepler K20X GPU. 

Performance is not much faster (yet) than Fermi X2090 

Need to move spatial hashing, prolongation, 

interpolation onto the GPUé 

In progressé. 

XK7 nodes 4.3x faster 

overall  
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ÅDisplays continuum of structural detail: 

ïAll -atom models 

ïCoarse-grained models 

ïCellular scale models 

ïMulti -scale models: All-atom + CG,  Brownian + Whole Cell 

ïSmoothly variable between full detail, and reduced resolution 

representations of very large complexes 

VMD ñQuickSurfò Representation 

Fast Visualization of Gaussian Density Surfaces for Molecular Dynamics and 
Particle System Trajectories.   

M. Krone, J. E. Stone, T. Ertl, K. Schulten. EuroVis Short Papers, pp. 67-71, 2012 
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ÅUses multi-core CPUs and GPU acceleration to enable smooth 

real-time animation of MD trajectories  

ÅLinear-time algorithm, scales to millions of particles, as limited 

by memory capacity 

VMD ñQuickSurfò Representation 

Satellite Tobacco Mosaic Virus Lattice Cell Simulations 
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VMD ñQuickSurfò Representation 

All -atom HIV capsid simulations 


