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Although recent years have witnessed
tremendous progress in 3D immersive

display and virtual reality, the corresponding human-
computer interaction (HCI) technologies have lagged
behind. Current interfaces involve heavy headsets,
datagloves, tethers, and other virtual reality devices,
which may deter or distract the user. To fully exploit
VR’s potential for visualizing and interacting with com-
plex information, users must be able to interact with
the virtual display in a more natural way (see the “Hand
gestures” sidebar on the next page).

In this article, we describe a bimodal speech/gesture
interface, which we have integrated in a 3D visual-
computing environment used by structural biologists.
This interface lets researchers interact with 3D graphi-
cal objects in a virtual environment using spoken words
and simple, free hand gestures. The reason we used a
particular virtual environment context was to set the
necessary constraints to make our analysis robust and
to develop a command language that optimally com-
bines speech and gesture inputs. Our interface uses 

■ automatic speech recognition (ASR), aided by a
microphone, to recognize voice commands;

■ two strategically positioned cameras to detect hand
gestures; and

■ automatic gesture recognition (AGR), a set of com-
puter-vision techniques, to interpret those hand
gestures.

The computer vision algorithms can extract the user’s
hand from the background, detect different finger posi-
tions, and distinguish meaningful gestures from unin-
tentional hand movements.

Our main goal was to simplify model manipulation and
rendering to make biomolecular modeling more playful.
Researchers can explore variations of their model and
concentrate on biomolecular aspects of their task with-
out undue distraction by computational aspects. They can
view simulations of molecular dynamics, play with dif-
ferent combinations of molecular structures, and better

understand the molecules’ important properties. A poten-
tial benefit, for example, might be reducing the time to
discover new compounds for new drugs.

Virtual environment testbed
The Theoretical Biophysics Group at the University of

Illinois, Urbana-Champaign, built
the virtual environment we are
using: MDScope. MDScope is a set
of integrated software components
that allows simulation and visual-
ization of biomolecular systems in
structural biology. As Figure 1 (next
page) shows, three separate pack-
ages, which may be used individu-
ally or together, constitute the
MDScope environment:1

■ The NAMD (Numerical Analysis
Molecular Dynamics) program, a
molecular-dynamics program
that runs in parallel on various
architectures and operating systems. 

■ The VMD (Visual Molecular Dynamics) program, a
molecular-visualization program that displays both
static molecular structures and dynamic molecular
motion, as computed by programs such as NAMD.

■ The MDComm (Molecular Dynamics Communication)
software, which provides an efficient means of com-
munication between VMD and NAMD and lets VMD
act as a graphical user interface to NAMD. Using NAMD
as a computational engine, VMD uses MDComm to
provide an interface for interactive setup and display
of a molecular-dynamics simulations on a remote
supercomputer or high-performance workstation.

The NAMD program
Molecular-dynamics calculations are computation-

ally very expensive and require large amounts of
memory to store the molecular structure, coordinates,
and atom-to-atom interaction lists. The challenge is to

We developed a speech/

gesture interface that uses

visual hand-gesture analysis

and speech recognition to

control a 3D display in VMD,

a virtual environment for

structural biology.



efficiently calculate interatomic forces using high-
performance computing. NAMD meets this challenge
by using parallel computation and incorporating the

Distributed Parallel Multipole Tree Algorithm (DPMTA).
NAMD uses a spatial-decomposition algorithm to parti-
tion the task of computing the force on each atom
among several processors. This algorithm subdivides
the space occupied by the molecule into uniform cubes
(or patches), as shown in Figure 2. The algorithm then
distributes those patches among a parallel computer’s
processors. The processor to which each patch is
assigned computes the motion of the atoms in that
patch. As atoms move, they are transferred between
patches, and patches are reassigned to different proces-
sors to maintain a uniform computational load.

The VMD program
The key functions of VMD are to visualize biomolecu-

lar systems, allow direct interaction between a user and
a molecule being simulated on another computer, and
provide an intuitive user interface for controlling the
visual display and remote simulation. VMD provides var-
ious methods for rendering and coloring the structure,
such as simple lines, solid bonds, and ribbon diagrams
(see Figure 3). VMD uses the MDComm software to ini-
tiate, display, and control a simulation using NAMD.
When NAMD calculates a molecular system’s trajectory,
it sends each atom’s coordinates to VMD. Current net-
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1 The VMD program, coupled with the NAMD program
via MDComm. These facilities comprise MDScope, a
problem-solving environment for structural biology.
External speech/gesture user-interface components can
control all aspects of VMD through a communications
layer. On the right, three users discuss and manipulate a
3D structure of DNA.

The communication mode that seems most
relevant for manipulating physical objects is hand
motion, also called hand gestures. People use this
mode to act on the world, to grasp and explore
objects, and to express ideas. Virtual objects,
unlike physical objects, are under computer
control. Psychological experiments indicate that
people prefer to use speech and hand gestures in
a virtual environment so that they can interact
without special training or special apparatus and
concentrate more on the virtual objects and the
tasks at hand.1 Several experimental systems study
different aspects of this multimodality. One of the
earliest was the “Put-That-There” system,2 where a
frame-based integration architecture fused spoken
input and magnetically tracked 3D hand gestures.
More recently, the QuickSet system integrated
voice input with pen-based gestures to control
military simulations.3 Other systems include
VisualMan,4 Virtual-World, Artificial Life Interactive
Video Environment,5 and Smart Rooms.6

To interact naturally in a VR environment, users
need as few devices attached to them as possible.
However, most demonstrated gesture/speech
systems use some hand-held device or
instrumented glove, which is often tethered with
cables that connect the device to a computer. This
hinders user ease in interacting with the
computer-controlled environment. A highly
specialized application domain, such as simulation
of surgery in a VR environment, might justify using
such devices, but these cumbersome interface
tools deter the everyday user. This problem has

spawned active research toward video-based,
noncontact gesture analysis that uses video
cameras and computer vision to interpret
gestures. Despite some progress in vision-based
gesture recognition,7 few systems integrate
gestures in a working application.
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work technology provides the necessary bandwidth to
communicate the atomic coordinate data; a high-
performance dynamics program is crucial for furnishing
new data at the speed required for interactive display.

VMD implements many different forms of user inter-
faces; users may control the program through keyboard
commands, a mouse, or a graphical user interface. These
controls let users modify the appearance of the mole-
cules and display, control the display of the molecules’
structural features, and access remote computers run-
ning molecular-dynamics simulations. Users can view
multiple structures simultaneously and, because of a
flexible atom-selection mechanism, easily select subsets
of atoms for display.

VMD includes an extensive text-command process-
ing capability from the Tcl library, a popular and wide-
ly available package for script parsing and interpreting.
Tcl lets users write scripts with features such as variable
substitution, control loops, and function calls. Users can
also save a molecule’s current rendering in an image 
file or in a format suitable for use by several image-
processing packages. By connecting directly to a remote
computer running a molecular-dynamics simulation,
VMD offers users the capability to interactively partici-
pate in an ongoing simulation—for example, the option
to apply perturbational forces to individual atoms. VMD
also implements a mechanism for external programs to
serve as user-interface components by letting these pro-
grams communicate with VMD through standard net-
work-communication channels. This makes possible
new user-interface methods, such as the speech- and
gesture-recognition systems discussed later, to be devel-
oped in parallel with VMD.

MDScope
Development of MDScope is an ongoing project.

Source code for MDScope applications are available via
anonymous ftp at ftp.ks.uiuc.edu or on the Web at
http://www.ks.uiuc.edu. This Web site also includes
extensive documentation describing how to use and
modify the programs. MDScope is available for various
architectures, operating systems, and OpenGL-based
workstations.

The primary infrastructure for our project is a large-
screen stereographic projection facility, developed in
the Theoretical Biophysics Group at the University of
Illinois and shared by many biomedical researchers. The
facility, designed for groups of up to 10 people, uses cost-
effective, space-saving display hardware, which is added
to a high-end graphics workstation and can be easily
duplicated at other sites. It produces 8×6×6-foot 3D
models in a 120-square-foot area. The facility includes
a projector that displays alternating left- and right-eye
views onto the screen at nearly twice the rate of ordi-
nary projectors. The images, when viewed through spe-
cial eyewear, produce a stereo display.

The primary VMD interfaces used by researchers are
a keyboard and a magnetically tracked pointer. This is
inconvenient because the system is typically used by
multiple (six to eight) users, and the interface hinders
the visualization system’s interactive nature. Speech and
hand gestures, on the other hand, are fundamental, nat-

ural methods of human communication; their use for
interaction with and control of the display of VMD
would greatly improve the program’s utility. Thus, incor-
porating voice-command control in MDScope would
free users of keyboards so that they could interact with
the environment in a natural manner. The hand gestures
would permit the users to easily manipulate the dis-
played model and play with different spatial combina-
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3 A VMD session demonstrating the graphical user
interface and the text console. Molecules appear in the
display window shown in the upper right corner; GUI
components are on the left. Below the graphics library
display window is the text console interface for VMD.

2 VMD visualizing the spatial decomposition in NAMD. VMD displays a
molecular-dynamics simulation of a small polypeptide computed by the
program NAMD on a remote workstation and shown on a local graphics
workstation. The form on the left gives information about the simulation
state and controls for modifying the simulation parameters. The colored
boxes surrounding the protein indicate NAMD’s spatial decomposition.
Each box’s color indicates the relative amount of CPU time required to
compute the motion of the atoms in that region (the red end of the color
spectrum denotes a greater CPU time), thus providing a way of visualizing
the distribution of computational load.



tions of the molecular structures. Integrating speech
and hand gestures as a multimodal interaction mecha-
nism would be more powerful than using either mode
alone, thus motivating the development of the
speech/gesture interface.

Software
Our goal was to minimize the modifications needed

to the existing VMD program for incorporating the new
interface. The experimental prototypes that we built for
both the speech and hand-gesture analysis required an
addition to the VMD environment. To reduce the com-
plexity and increase the flexibility of the program design,
we added a communications layer so that external pro-
grams could be written and maintained independently
of the VMD code. These programs use the VMD text lan-
guage to query VMD for information or to send new com-
mands. The VMD text language is based on the Tcl
scripting language. Because all VMD capabilities are
available at the script level, an external program can con-
trol VMD in any way. Both the ASR and AGR programs
interact with VMD using this method. For a simple voice

command, such as “rotate left 90,” the ASR converts the
phrase into the VMD text command “rotate y 90” and
sends it to VMD. Similarly, when the AGR is used as a
pointing device, it sends the commands to change the
current position and vector of VMD’s graphical 3D 
pointers.

Setup for visual gesture analysis
To facilitate the development of AGR algorithms, we

designed an experimental platform (see Figure 4) for
gesture-recognition experiments. Within the uniformly
black background, a lighting arrangement shines red
light on the hand without distracting the user from the
main 3D display. The red light helps to localize the hand
in video and track it robustly. An alternative would be
to track the hand using skin-color segmentation or
motion and shape information.2 However, for the visu-
alization setup, the ambient light is quite low, which
makes tracking more difficult without the help of the
additional lighting.

Figure 5 shows a sample pair of images from the two
cameras. This setup lets a user sit at the table and use
hand gestures to control the graphics display. Moreover,
the setup can be transported easily and is relatively
unobtrusive.

Setup for speech analysis
We have implemented a prototype ASR system and

integrated it into VMD. The system has two blocks: the
recorder front-end and the recognizer unit (see Figure
6). The recorder uses circularly buffered memory to
implement its recording duties, sending its output to the
recognizer unit in blocks. A digital volume meter accom-
panies this to give the user feedback by indicating an
acceptable loudness range. We developed the recog-
nizer using Hidden Markov Models. This unit performed
feature extraction and time-synchronous Viterbi decod-
ing on the input blocks, sending the decoded speech
directly to the SGI Onyx workstation where the VMD
process resides.

Speech/gesture command language
To effectively use the information the user inputs

through spoken words and simple hand gestures, we
designed a command language for MDScope that com-
bines speech with gesture. This command language uses
the basic syntax of <action> <object> <modifier>.
The <action> component is spoken (for example,
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4 The experi-
mental setup
with two cam-
eras used for
gesture 
recognition.

5 A sample pair of images from the
two cameras used for automatic
speech recognition: 
(a) top camera; (b) side camera.

SGI Onyx
Command interpretation
Molecule display

“Rotate up thirty.”
“Rotate down.”
“Translate left four.”
“Rotate right ninety very quickly.”
“Rotate.”
“Fix zero.”
“Free one.”
“Spin right very slowly.” HP 735/125

Feature extraction
Command recognition

6 Setup for the experiments on speech recognition for controlling the virtual display.

(a) (b)



“rotate”); a combination of speech and gesture specify
<object> and <modifier>. An example of this basic
syntax would be speaking “this” while pointing, followed
by a modifier to clarify what is being pointed to, such as
“molecule,” “helix,” or “atom,” and then speaking “done”
after moving the hand according to the desired motion.

Another example of the desired speech/gesture capa-
bility is the voice command “engage,” which would
query VMD for the molecule nearest the pointer tip,
make the molecule blink to indicate that it was select-
ed, and save a reference to that molecule for future use.
Once engaged, the voice command “rotate” would con-
vert the gesture commands into rotations of the chosen
molecule, and the command “translate” would convert
them into translations. When finished, the command
“release” would deselect the molecule and let the user
manipulate another molecule.

Speech input using ASR
In integrating speech and gesture in the MDScope

environment, we needed a real-time decoding of the
user’s commands to keep pace with the hand gestures.
Thus, we needed word spotting, which means detecting
a given vocabulary of words embedded in unconstrained
continuous speech. Word spotting differs from conven-
tional large-vocabulary continuous speech recognition
systems, which seek to determine an optimal sequence
of words from a prescribed vocabulary. A direct mapping
between spoken utterances and the recognizer’s vocab-
ulary is implied with continuous speech recognition,
leaving no room for the accommodation of nonvocabu-
lary words in the form of extraneous speech or unin-
tended background noise. Real-world applications
dictate the basis for word spotting (also termed keyword
spotting). Users of a spoken-language system often
embellish their commands with supporting phrases and
sometimes even issue conversation absent of valid com-
mands. In response to such natural-language dialogue
and the implications for robust human-computer inter-
action, we converted standard continuous-speech recog-
nition systems into spotters by simply adding filler or
garbage models to their vocabulary. The recognition out-
put stream then contains a sequence of keywords and
fillers constrained by a simple syntactical network. In
other words, recognizers operated in a spotter mode.

Although early techniques emphasized a template-
based dynamic time-warping slant, current approaches
typically wield the statistical clout of hidden Markov
models (HMMs), and recent ones come with the dis-
criminatory abilities of neural networks. Typically word-
based, they use an overall network that places the
keyword models in parallel with the garbage models.

Keywords
Table 1 lists the keywords and their phonetic tran-

scriptions chosen for our system. These commands let
the VMD user manipulate the molecules and polymer-
ic structures selected by hand gestures. In modeling the
speech acoustics, we based the HMM system on
phonemes rather than words, for large vocabulary flex-
ibility in the given biophysical environment. Although
implementing a word-based system would invariably be

easier, retraining it would be inconvenient if the vo-
cabulary changed.

Fillers
Filler models are more varied. In large-vocabulary

continuous-speech recognition applications, the non-
keyword portion of the vocabulary can represent these
fillers explicitly—for example, as whole words. In other
tasks, non-keywords are built by a parallel combination
of either keyword pieces or phonemes, whether they 
be context-independent monophones or context-
dependent triphones or diphones.

We used 12 fillers (garbage models) to model extra-
neous speech in our experiment. Rather than using
monophones or states of keyword models (as
researchers have used in prior experiments), we used
models that cover broad classes of basic sounds found
in American English (listed in Table 2). Such models
adequately cover the English language and are
amenable to training. However, we modified these
models in two ways. First, we did not use the class of
“consonants-africates,” because they don’t occur fre-
quently in the prescribed vocabulary or the training
data. As observed by many researchers, varying or
increasing the number of models does not gain much
in spotting performance.3 Second, we included a model
for background silence in addition to the 12 garbage
models listed. Such a model removes the need for an
explicit endpoint detector by modeling the interword
pauses in the incoming signal. Also, the descriptors for
the vowel class correspond to the tongue hump’s posi-
tion in producing the vowel.
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Table 2. Broad sound classes used as garbage
models.

Sound Class Symbol

Vowels-front vf
Vowels-mid vm
Vowels-back vb
Dipthongs dipth
Semivowels-liquids svl
Semivowels-glides svg
Consonants-nasals cn
Consonants-stops-voiced csv
Consonants-stops-unvoiced csu
Consonants-fricatives-voiced cfv
Consonants-fricatives-unvoiced cfu
Consonants-whispers cw

Table 1. Keywords and phonetic descriptions for
our system.

Keyword Transcription 

translate t-r-ae-n-s-l-ey-t
rotate r-ow-t-ey-t 
engage eh-n-g-ey-jh 
release r-ih-l-iy-s 
pick p-ih-k 



Recognition network
The recognition syntactical network placed the key-

words in parallel to garbage models that included a
model for silence. These models followed a null gram-
mar, meaning every model may precede or succeed any
other model.

Features and training
After sampling speech at 16 kHz and filtering to pre-

vent aliasing, we preemphasized the speech samples
with a first-order digital filter using a preemphasis fac-
tor of 0.97. We blocked these samples into frames of 25
ms with a shift between frames of 10 ms. We used a
Hamming window to weight each speech frame; then
we derived 16th-order mel-frequency cepstral coeffi-
cients and weighted them with a liftering factor of 22.
We chose cepstral coefficients because they are more
robust and discriminative than linear-predictive-cod-
ing coefficients or log-area-ratio coefficients. We also
included normalized log-energy and first-order tem-
poral-regression coefficients in the feature vector.

The HMMs’ topology for both keyword phonemes
and garbage models had five states, the three internal
states being emitting states. Following a left-to-right
traversal, each state was described by a mixture of five
continuous-density Gaussians with diagonal covariance
matrices. We used three iterations of the Baum-Welch
reestimation procedure for training.

In training the 15 keywords, we developed 40 sen-
tences. We individually paired each of the five keywords
with the remaining four. We then doubled this pairing
to provide a sufficient number of training tokens. Thus,
the sentences contained keyword pairs such as “engage
translate” and “rotate pick,” which were arranged so
that each keyword could be spoken 16 times. Each VMD
user proceeded with this short recording session.

Training the garbage models required a far more
extensive database of training sentences to provide an
adequate amount of training data. The reason is that
the 12 broad classes cover nearly the entire spectrum
of the standard 48 phonemes. Subsequently, we used
the Timit database to provide an initial set of boot-
strapped models. We then conducted retraining for a
VMD user who had recorded a set of 720 sentences of
commonly used VMD commands. These sentences
spanned the scope of the VMD diction, including a more
detailed set of commands, numbers, and modifiers.
This was necessary to normalize the data to the exist-
ing computational environment.

We trained the garbage models only once for this
experiment. Hence, VMD users only needed to go
through the short training procedure just explained.

Hand-gesture input using AGR
The general AGR problem is hard because it involves

analyzing the human hand, which has a very high degree
of freedom, and because the use of hand gestures is not
well understood. However, we used the context of the
particular virtual environment to develop an appropriate
set of gestural commands. Our interface recognizes ges-
tures by analyzing the sequence of images from a pair of
cameras positioned so that they facilitate robust analy-
sis of the hand images. The background is uniformly
black to further help with the real-time analysis without
using any specialized image-processing hardware.

Finger as a 3D pointer
The AGR system has two subsystem levels (see Figure

7). The first-level subsystem extracts a 2D pointing
direction from single-camera images. The second-level
subsystem combines the information obtained from the
outputs of the first-level subsystems into a 3D pointing
direction. To obtain the 2D pointing direction, the first-
level subsystem performs a sequence of operations on
the input image data. It first gives the gray-level image
a threshold to extract a silhouette of the user’s lower arm
from the background. Next, the system calculates first-
and second-image moments and uses them to form a
bounding box to extract the index finger. Once the fin-
ger is segmented from the hand, another set of image
moments is calculated, this time for the finger itself.
Finally, based on these moments, the system determines
the 2D finger centroid and finger direction. Finally, the
system determines the 3D pointing direction of the
hand, using the knowledge of the setup geometry and
the 2D centroids. The system then forwards this infor-
mation to the central-display manager, which displays
a cursor at an appropriate screen position.

Gestures for manipulating 3D display
We also developed an AGR system based on HMMs to

recognize basic manipulative hand gestures. We cate-
gorize these gesture commands as either dynamic
(move back or move forward) or static (grab, release,
stop, up, or down). The gestures used were mainly for
manipulating and controlling the molecular structures’
display (see Figure 8). We derived this gesture set by
observing the MDScope system’s functionality and the
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corresponding command set used for interacting with
it. In this way, we incorporated the gestures into the sys-
tem without changing the existing command set.

The system uses image-geometry parameters as the
features that describe any particular hand posture (sta-
tic hand image). We use an image’s radon transform to
extract these features. The radon transform of the image
I(x, y) is defined as

where 0 ≤ θ ≤ π/2. The image-geometry moment of
order k is then given by

where R0 denotes the radon transform, normalized with
respect to the image mass:

The first-order moments constitute the image’s center
of mass. The higher-order moments provide additional
information on image shape. We built the recognition
system by training HMMs for the specific gestures on
example runs. We modeled each gesture in the vocabu-
lary as a single four-state HMM. We modeled the obser-
vations using a Gaussian mixture of two different sizes
(one and three) with a diagonal covariance matrix.

Conclusions
Several researchers tested and evaluated the

speech/gesture interface. Overall, new users needed
only a few minutes to get acquainted with the setup. We
asked the researchers to perform a generic task that
involved selecting, moving, rotating, and releasing a cer-
tain part of a given molecular structure. This task would
otherwise involve several keyboard commands or a com-
bination of keyboard and magnetic-tracker input. Every
user reported that working with the speech/gesture
interface was more convenient and, in most cases, more
efficient than the traditional interaction with VMD.

Upon testing the speech system as a whole with 50
test sentences that embedded the keywords within bod-
ies of nonkeywords, we found a word-spotting accura-

cy of 98 percent on the trained speaker. The trained
speaker refers to each user who trained the keywords,
regardless of the one who trained the garbage models.
The VMD users considered this very good for the given
biophysics environment, thus supporting the techniques
used. In general, false alarms occurred only for those
situations where the user embedded a valid keyword
within another word. For example, if someone says
“translation” instead of “translate,” the spotter still rec-
ognizes the command as “translate.”

Because of the strict grammar imposed on the
allowed speech/gesture commands (which essentially
makes the multimodal interaction sequential), the rel-
ative timing between the spoken words and hand ges-
tures does not create problems in the interpretation.

The speech/gesture interface reported could be part
of a more general multimodal framework, where other
modalities such as gaze could also be exploited to make
the interface more natural and efficient.

Using the simple setup with a uniform background,
we segmented the hand image from the background in
real time. This didn’t require any restriction on the user
other than being seated at the table, which is quite
appropriate for the MDScope system. However, in a
more general VR setting, we might need better seg-
mentation techniques. The hand segmentation and cor-
responding motion analysis can benefit from the other
modalities mentioned.

The experimental results for gesture recognition show
that, even with simple image moments, the HMM-based
approach yields a useful working system. However, a
model-based approach can significantly affect recogni-
tion performance. For example, there is a trade-off
between the reliability and speed of gesture recognition
for different levels of the hand model used (see Figure
9).2 One approach for AGR hand-motion analysis is to
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8 Examples of images from hand gestures used to manipulate a virtual
object, and interpreted using AGR: (a) static gestures; (b) dynamic ges-
tures.

9 Hand models of varying complexity: (a) 3D textured volumetric model; (b) 3D wire-frame volumetric model; (c) 3D skeletal model;
(d) binary silhouette; (e) contour.

(a) (b) (c) (d) (e)



consider the motion class called articulated motion for
analysis and tracking of the hand. Using the prediction
based on articulated motion analysis, we can reliably
derive a minimal description of the hand image in real
time. The more detailed the hand mode, the better the
prediction that can be made of the hand positions under
different gestures. Such models can be the basis for
developing a suitable feature vector for gesture classifi-
cation and recognition.4 The aim would be to replace
the simple image moments in our current implementa-
tion with a feature vector that can define the more com-
plicated hand gestures needed for manipulating a
virtual environment.

Our focus on structural biology takes advantage of
existing sophisticated software, provides concrete objec-
tives, defines a well-posed task domain, and offers a
well-developed vocabulary for spoken communication.
Therefore, the VR setup we considered as a testbed for
developing the multimodal interface facilitates the def-
inition of gesture- and speech-recognition problems.
Our prototype speech/gesture interface lets scientists
easily and naturally explore the displayed information.
Integrating speech and hand gestures as a multimodal
interaction mechanism has proven to be more powerful
than using either mode alone.

From a structural biologist’s view, a robust gesture/
speech interface for a molecular-graphics framework is
useful for several reasons. First, it eliminates typing
commands, which would require knowledge of the cor-
rect spelling and syntax. Pointing to a structure and say-
ing “rotate this helix 75 left” is easier than entering the
command using a keyboard, a mouse, menus, or a 3D
tracker. Second, this novel interface simplifies access-
ing complex molecular-graphics programs for the
novice or casual user. It also lets experienced users
achieve many tasks in less time while focusing on the
scientific merit of the modeling. Third, the gesture/
speech interface is particularly useful for teaching and
lecturing because it provides a far more natural way for
presenting information than typing commands. Cur-
rently, because of the tedious task of controlling the VR
display, a second person often accompanies the lectur-
er to operate the molecular-graphics program. Finally,
the interface could help in the preparation of figures
for publication. It can potentially provide a quicker way
to explore different aspects of the model, select the
most informative orientation of a biological structure,
or simply add color and shading to the model to high-
light specific features.

The combination of high-performance computing
and high-end graphics for research in structural 
biology will open new avenues for very large-scale 
biomolecular modeling. A robust speech/gesture inter-
face will offer a new level of interactive visualization not
possible before. ■
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