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Abstract—

Retroviruses are pathogens characterized by their ability to
incorporate viral DNA into a host cell’s genome. Retroviruses
like Rous Sarcoma Virus (RSV) infect cells during mitosis, when
the chromatin is exposed to the cytoplasm. Conversely, the genus
of lentiviruses, like the human immunodeficiency virus (HIV),
have evolved to infect non-dividing cells [1]. Despite infecting
cells at different stages of their life cycles, RSV and HIV share
a similar late stage replication cycle that is highly dependent
on the group actin polyprotein precursor (Gag), which contains
the matrix (MA), capsid (CA) and nucleocapsid (NC) proteins.
Both HIV’s CA and Gag are considered unexploited targets for
pharmaceutical intervention. We describe the techniques that
were used to build, simulate, analyze and visualize the structures
of both Gag and CA, and we discuss scientific visualization needs
that spurred development of an interactive GPU-accelerated ray
tracing engine and the use of remote visualization technologies.

I. I NTRODUCTION

Retroviruses are parasites that pose a major health threat to
humans (e.g., HIV and human T-cell leukemia virus), as well as
other animals (e.g., chickens (RSV), monkeys (M-PMV), mice
(MLV), etc). In the case of HIV, numerous treatments have
been developed, but the virus adapts quickly to antiviral drugs
such that new compounds need to be refined continuously. HIV
infects the human cell by inserting its genes, packaged into a
capsid, into the cell’s nucleus, and thus taking control over the
cell’s machinery. Once the cell is infected, the virus replicates
and is released into the host’s bloodstream.

As a virus that infects non-dividing cells, which have their
genome protected behind a nuclear membrane, HIV has to
take advantage of natural cell responses to induce cooperation
of the host to reach inside the nucleus. Some species of
monkeys are immune to HIV by spoiling this cooperation
with the capsid, attacking the capsid instead. Likewise, phar-
macological interventions seek to attack the HIV capsid to
prevent cooperation with the cellular machinery, or simply
by breaking the capsid apart. Such interventions, however,
require knowledge of the chemical and physical properties
of the capsid. In an accompanying movie we show the HIV
capsid, a colossal structure, containing about 1,300 proteins
with altogether 4 million atoms. Although the capsid proteins
are all identical, they nevertheless arrange themselves into
a largely asymmetric structure. The large size and lack of
symmetry posed a huge challenge to resolving the chemical
structure of the HIV capsid [2]. Embedding the structure into
a computational model that also included physiological solvent
led to a 64-million-atom simulation, the largest such simulation

achieved to date [3]. While the solution of the HIV capsid
structure was a great achievement, it was just the starting point
for the main research agenda, which is developing new an-
tiviral drugs. Computational biologists presently simulate how
the capsid exploits cellular proteins to be guided to the cell’s
nucleus and how antiviral drugs interfere with that process. The
currently identified drug candidates, while effective against the
capsid, are unfortunately also highly toxic to the patient. An
incredibly precise picture of the interactions of the capsid with
the cell and drugs has emerged from the simulation, which can
help guide future drug development. Such research, however,
requires the most extreme computer power available today.

Newly released viruses are unable to infect healthy cells
until they reach a mature state. An alternative strategy of
preventing virus spread is therefore, to lock the viral particles
in their immature, non-infectious state. However, to make
the immature virus an attractive target for structure-based
drug development one needs to know its chemical structure.
Unfortunately, the complexity and size of the viral particle
– an incomplete hexagonal shell close to 100 nm in size –
have prevented the experimental determination of the atomic-
detail chemical structure of the virus. Nonetheless, we have
recently determined an atomistic structure of the immature
retroviral lattice for Rous sarcoma virus [4] as presented in the
accompanying movie. The multi-domain RSV model reveals
novel features of the packing and dynamics of the immature
capsid protein with implications for the maturation process
and confirms the stabilizing roles of the so-called upstream
and downstream domains of the immature RSV. Since RSV is
a close cousin of HIV, the RSV structure may lead to a better
experimentation and targeting of HIV.

II. COMPUTATIONAL CHALLENGES

Computer simulations enable researchers to study the
mechanics of virus processes at atomic resolution, probing
spatial and temporal resolutions that are currently inaccessible
to experimental methods alone [3]. Petascale supercomputers
provide the computing power necessary to simulate very large
biomolecular systems such as the HIV virus in all-atom
detail [2]. These studies require tremendous computational
capabilities for both the simulations as well as the analysis
and visualization of the results.

The immature RSV hexamer model (Figure 1 right) was
derived through a combination of state-of-the-art modeling
techniques, including, cryo-EM-guided homology modeling,
and large-scale molecular dynamics simulations. Chemical
structures of RSV capsid proteins, including the p10 peptide,



Fig. 1. The immature retroviral capsid for Rous sarcoma virus [4] (left)
are composed of hundreds of identical hexamer models (right). The immature
RSV hexamer model consists of p10 peptide (green), NTD (cream), CTD
(violet-blue) and SP-NC (blue-gray).

N-terminal domain (NTD), and C-terminal domain (CTD) [5],
[6], were docked in a cryo-EM density map of an imma-
ture retroviral lattice [7]. To complete the construction of
an immature RSV model, a crucial domain downstream of
the capsid protein, namely spacer peptide-nucleocapsid (SP-
NC), must be incorporated into the model. However, structural
knowledge of this domain is scarce as experimentalists strug-
gle to elucidate the structure of the SP-NC domain at high
resolution. Therefore, the SP-NC domain has to be modeled
using purely computational techniques. The SP-NC domain
was previously proposed to be a six-helix bundle (6HB) and
a 6HB model was proposed whose structure is based on an
ion channel [8]. The tertiary arrangement of the 6HB model
had to be optimized such that a ring of salt bridges can be
formed to stabilize the 6HB model [4]. To refine the structure
of the immature RSV hexamer model, an enhanced sampling
technique named replica exchange MD simulation, a feature
available in NAMD [9], was employed to simultaneously
simulate>100 copies of a 0.6-million-atom system for a total
simulation time of 5µs. Such massive calculation require 5,000
Cray XK7 GPU-accelerated compute nodes and can only be
completed using petascale supercomputers.

The scaffold of an entire immature RSV capsid model
(Figure 1 left) was constructed using the positional informa-
tion derived from the Thomson problem [10]. Four-hundred
negatively-charged particles were placed on the surface of
a sphere of radius 60 nm, and subsequently equilibrated by
Coulombic repulsion. Once equilibrated, particles were deleted
manually to mimic the pattern of the defects as observed
in the cryo-electron tomogram of authentic immature RSV
capsids [11]. The all-atom model of the immature RSV hex-
amer model was subsequently mapped to the final positions of
the remaining particles. The hexamers were rotated along the
azimuthal direction to minimize steric clashes, the resulting
model is showed in the accompanying movie and in Fig. 1.
Visualizing the incomplete spherical shell of the immature
RSV capsid allows us to inspect the possible mechanisms for
enzymatic reactions that initiate the maturation process.

The model of the mature HIV-1 capsid [2] required an in-
genious combination of computational and experimental tech-
niques. The hexamer-hexamer interactions were derived using
the molecular dynamics flexible fitting (MDFF) method [12].
This method incorporates the electronic density obtained by

the microscope, with a quantum-mechanically derived atomic
force-field [13], allowing determination of the location of
individual atoms. Due to the lack of experimental information
regarding the interactions between pentamers and hexamers,
the model was derived entirely by computational modeling
through long-time scale simulations. Remarkably, the 1.5µs
of simulation obtained for the pentamer-of-hexamers – a 1.5-
million-atom system – required the continuous use of 400
Cray XK7 nodes for four months [2].

With the building blocks of a capsid at hand, namely
the hexamer-of-hexamers and pentamer-of-hexamers, it was
essential to determine a realistic scaffold of an HIV-1 capsid.
Thus, to sample the conformational space spanned by mature
retroviral capsids, the spiral algorithm was employed [14]. The
algorithm treats the capsid as a cubic planar graph, analogous
to fullerenes, enabling the search of candidate conformations
by shuffling of pentagons [15]. As illustrated in the movie,
determination of the 3-D geometry of each graph, was then
performed by embedding of the cubic graph in two dimensions
employing the Tutte algorithm [16], followed by mapping of
the 2-D graph into a sphere of arbitrary radius [15]. Since the
connectivity of the edges is dictated by the graph, a global
geometry optimization is performed by treating each edge as
a Carbon atom and employing a molecular forcefield. After
the candidate structures are generated, the cross-correlation
between each model and cryo-electron tomography of authen-
tic capsids was calculated to measure the likelihood of each
model [2]. The scaffold was then used to place hexamers-of-
hexamers, as well as pentamers-of-hexamers, yielding a com-
plete model of a retroviral capsid. Furthermore, the model was
further optimized by MD simulations and validated in living
human cells [2]. The HIV capsid is the largest biomolecular
dynamics simulation – a 64-million-atom system – performed
to date [3]. The simulation required the sustained use of
NAMD on 8,000 Cray XK7 nodes for a period of two months,
in order to obtain enough sampling.

Parallel MD simulations were performed using NAMD [9],
running on the GPU-accelerated Cray XK7 compute nodes
of Titan at ORNL and Blue Waters at NCSA. NAMD and
VMD use the Cray XK7 GPUs for acceleration of large-
size and long-timescale simulation, analysis, and visualization
tasks [17]–[21], and they provide built-in scripting and plug-
in interfaces allowing them to be extended and customized for
the research tasks described above.

III. V ISUALIZATION TECHNIQUES

All of the renderings of the all-atom virus capsids, molecu-
lar dynamics simulations, and experimental cryo-EM densities
were produced using VMD [22]. The visualizations encom-
pass a wide variety of molecular representations. In several
overview renderings of the virus capsids, capsid subunits are
drawn using “QuickSurf”, a fast GPU-accelerated molecular
surface representation provided in VMD [20], [23], as shown
in the viral overview renderings shown in Figs. 1 and 2. The
QuickSurf representation allows the structure to be depicted
with smoothly variable detail, enabling atomic-scale features
to be clearly shown or abstracted via smoothing. Renderings
of the pentameric and hexameric lattice scaffolding used to
construct initial all-atom virus capsid models were produced
using the VMD scripting interfaces [24].



Fig. 2. VMD overview rendering of the immature retroviral lattice for Rous
sarcoma virus [4] (left) and the mature HIV capsid (right) composited with a
conceptual rendering of the viral envelope.

During fitting of the all-atom virus capsid to experimental
cryo-EM density, individual protein domains are shown in so-
called “ribbon” or “cartoon” representations in combination
with the target experimental cryo-EM density map drawn with
a transparent material that allows the interior protein backbone
structure to be clearly seen. The combination of multiple su-
perimposed molecular representations makes it possible to see
the improving fit between the experimental cryo-EM density
map and the all-atom virus structure as fitting progresses.

Colors were selected to clearly delineate key components
of the immature and mature virus capsid structures, highlight-
ing for example, the distinction between the large number
of hexameric subunits and the 12 pentameric subunits in
the mature HIV capsid. Different colors were also selected
for latch proteins, and N-terminal and C-terminal subunits.
Shadows and broad-area lighting techniques such such as
ambient occlusion help provide the viewer with visual cues that
elucidate pores, crevices, pockets, and cavities in molecular
surfaces. The use of ambient occlusion lighting and carefully
selected surface parameters clarifies the boundaries of individ-
ual hexamer and pentamer subunits, and provides shading that
helps differentiate the N-terminal and C-terminal subunits.

The VMD ViewChangeRender and VMDMovie plu-
gins were used to develop, manage, and render all of the
individual movie segments. Movie segments were produced
using keyframes composed from user-specified view orienta-
tions, with associated simulation trajectory frames, molecular
representations, and lighting, shading, and material properties.

IV. I NTERACTIVE GPU-ACCELERATEDRAY TRACING

Built-in parallel ray tracing (RT) engines in VMD eliminate
the need for intermediate disk I/O that would be harmful for
performance [25], and they provide advanced lighting and
shading capabilities unavailable in most rasterization-based
visualization tools, including ambient occlusion lighting and
shadows, depth-of-field focal blur, reflection and high quality
transparency, stereoscopic cameras, and panoramic projections
All of the renderings produced with VMD used the built-in
TachyonL-OptiX GPU-accelerated RT engine [20], a light-
weight adaptation of the Tachyon RT engine [19], [26] based
on OptiX [27] and CUDA [28].

A fully-interactive version of the TachyonL-OptiX GPU-
accelerated RT engine allows the user to view the molecular
scene in exactly the way it will appear in final rendering, but

achieving high interactivity through a progressive-refinement
RT algorithm that updates the display continuously as stochas-
tic samples accumulated. When the user changes the view
orientation or global lighting or shading parameters, VMD
clears the RT accumulation buffer and stochastic sampling
starts anew. Large scenes with complex shading can be in-
teractively rendered with faster display or sample convergence
rates using multiple GPUs in parallel.

To facilitate accurate and rapid previewing of HIV capsid
structures, VMD interactive RT was used extensively on a high
performance remote visualization server with four NVIDIA
Tesla K80 GPUs. Remote visualization allowed researchers to
exploit the interactive RT feature of VMD while traveling,
using conventional laptop computers that would otherwise be
entirely incapable of such high-quality interactive rendering.
The remote visualization server provided GPU-accelerated
H.264 video streaming via NICE DCV and the NVIDIA GRID
and NVENC video SDKs, encoding directly from the GPU
framebuffer to achieve high frame rates and reduced latency
by minimizing PCIe transfers between the GPUs and the host.

V. FINAL RENDERING AND POST PRODUCTION EDITING

Final rendering of movie frames was completed on the re-
mote visualization server described above and on the Blue Wa-
ters Cray XK7 nodes [19], [20], [29]. Movie frames were ren-
dered in 16:9 aspect ratio at HD1920× 1080 resolution, with
12 antialiasing samples per pixel and 12 ambient occlusion
shadow rays per hit, and two directional lights; transmission
rays and shadow filtering were performed for transparent ge-
ometry. The final movie was composed from individual movie
segments, still images, artwork, and audio narration compo-
nents that were assembled using the Adobe After Effects non-
linear video editing software. Narration audio was acquired
and composed using Adobe Audition. All audio tracks were
normalized to +0.1 db and each voice track was individually
equalized and processed with a noise reduction filter. Music
was composed and performed by: http://www.bensound.com.

VI. CONCLUSIONS

Ongoing advances in experimental imaging and all-atom
modeling of virus structures promise new insights into the
basis of viral infection. The processes of structure determi-
nation, simulation, analysis, and visualization of large viruses
constantly pose new methodological, software, and hardware
challenges due to their size and complexity. By harassing the
power of the state-of-the-art supercomputers and cryo-electron
microscopy, we are now able to derive atomic models of the
mature and immature retroviral capsids. These capsid models
will serve as a platform to investigate the delicate interactions
of the capsid with cellular host factors and drug molecules.

The HIV modeling and visualization tasks described herein
are only possible with the use of petascale supercomputers,
and represent the current threshold for computational virol-
ogy. As such, extensive and routine use of the capabilities
of the Blue Waters and Titan supercomputers was required,
and high performance remote visualization was employed to
accommodate a mix of highly parallel, and highly interactive
modeling and visualization tasks. In the future we expect that
high-interactivity remote visualization will be a feature of all



high performance computing centers, eliminating the need for
transfer of large datasets and enabling interactive modeling and
visualization tools to be easily and effectively used.
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