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Methods In principle, the probability of each transition tube (which is pro-

In the following sections we discuss our novel use of nonequilibriunportional to its associated transition rate) can be measured accurately
work relations to compare different transition paths, give a detaile@iven an adequate sampling. However, the presence of distinct work
description of the reaction coordinates and collective variables usdtends between the actual transition tube (which is the dominant one
to design our system-specific biasing protocols, provide all the MOvhen the system is not biased) and other hypothetical transition tubes

simulation details, and explain all the technical details regarding thévhich are disfavored energetically) can simplify the calculations. In
methods used to quantify the results. order to explore the transition tubes, one may define a relevant set of

reaction coordinates to reduce the phase space to areaction coordinate

space with a clear distinction between different states of the system

including initial, final, and different hypothetical intermediate states.
Nonequilibrium Work Relations.  “Nonequilibrium work relations”[1, Let us assume we run several nonequilibrium simulations with dif-

2, 3, 4] are powerful tools in extracting information about the equilib-férent biasing protocols and measure the work values. The optimal
rium behavior €.g, free energies) of a system from its nonequilibriumtrans't'on tube (Wlthln the tubes sampled) can be |den_t|f|ed if there is
counterparti.e., a “nonequilibrium driven system” that is driven away & clear difference in the trend of the work between different classes
from an equilibrium state by the variation of an external parameter [5Pf Pathways. o ) .
Generally, the distribution of nonequilibrium trajectories can be con-  Note that due to the nonequilibrium feature of the simulations,
nected to that of the equilibrium trajectories via a statistical weighth®S€ work profiles are associated with a dissipative term that is
calculated from the work performed on the system [3, 6, 4, 7, 5] (segtochastlc in nature; thus, one cannot make reliable statements_based
Connecting Nonequilibrium and Equilibrium Ensembles). In an MDO" single trajectories. However, the trend of the work (determined
simulation, a time-dependent biasing potential defined in terms of BY repeating the simulations) can be used to compare different tran-
collective variable can be used to drive the system from an initial t§!tion paths/mechanisms. We also note that any parameter involved
a final state. Here the collective variable acts as a control param# the biasing protocolg.g, simulation time) can influence the trend
ter, varied according to a protocol. This approach is employed mo&f the work. One can simplify the comparison by keeping some of
prominently in methods such as steered [8] and targeted [9] MD ithese parameters the same in different protocols associated with dif-

which the biasing potential is a harmonic constraint with a center iferent paths. Ideally, the protocols should be designed in a way that
the collective variable space, moving linearly in time. focuses on one “explanatory” variable to avoid complications in the

Nonequilibrium work relations have been used in many applicacomparison. Here we consider the trend of the work as a “response”
tionsto numerically estimate the free energies based on the nonequilifiable; any parameter that is different in the biasing protocols could
rium work measurements [10, 11]; however, the use of these relatio§ generally considered a candidate “explanatory” variable which ex-
is not limited to free energy calculations. In principle, nonequilibriumPlains the difference in the trends of the work resulted from different
work relations can be used to estimate any equilibrium macroscopFH'O,tocc"S- For instance, if two protocols use two different collective
quantity from nonequilibrium driven trajectories [2, 12]. Due to theVariables that are essentially differestd, a distance versus an an-
sampling limitations such generalizations are not necessarily prac§!®) the comparison will be nontrivial; the different work trends could
cal but one may find certain quantities whose estimate converge fas¥§ due to the way the collective variables are defined (not due to the
than free energy itself. Estimating these quantities could thus be corfiifference of the paths taken). In order to simplify the problem, we
putationally less costly when compared to often prohibitively expend€Signed our protocols such that only the order of biasing stages is
sive free energy calculations. As an example, one may estimate tNaried in d|fferent protocols while everything else is kept the same.
relative transition rates of competing pathways using nonequilibrium More quantitative analyses such as free energy calculations or
work measurements [13]. The relative transition rates of differenCCUrate transition path optimizations can be generally performed,
paths can be used to estimate their relative importance without requP'c€ @ practical biasing protocol is found that does not require a large
ing an accurate estimate of the whole free energy landscape. amount of work when_used for inducing t_he_ transition. Thus, this

In this study, we measure work along different transition path_study_ not only sheds light on th_e mechanistic features of the IF-OF
ways, not for a quantitative description of the energetics of the systerffansition of MsbA but also provides a good framework for more ex-
but rather to compare the feasibility of different pathways obtaine@®€nsive/accurate calculations that can be carried out in future studies.
from nonequilibrium simulations [14, 11, 15]. Suppose that there
are different hypothetical mechanisms for a transition that can be eReaction Coordinates. Here we introduce several reaction coordi-
pressed as distinct transition tubes in a particular collective variableates that describe the global conformational features of the MsbA
space. If one designs biasing protocols that guide the system via thasansporter, and are used as intuitive metrics/measures to identify dif-
transition tubes, nonequilibrium work measurements can be used terent states. These coordinates are mainly designed as analysis tools
estimate the relative importance of each tube [13]. Thus, by samplirnig monitor the conformational changes but they are also closely related
many different pathways one may establish a reliable understandirig the collective variables used in the biasing protocols to impose a
of the overall trend of a transition and intermediate structures, withoutertain conformational change by applying forces on the system (see
the need for expensive calculation of accurate quantities, such as fr€ellective Variables). We generally use the terms, reaction coordi-
energies. nates and collective variables interchangeably in the paper.
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We define a three-dimensional spdee 3, v) that describes the tor with four components, as a composite of a scalar and an ordinary
conformation of MsbA in a reduced holonomic coordinate space. vector, or as a complex number with three different imaginary parts.
andg are defined on the TMD helices whilds defined onthe NBDs. A quaternion whose scalar part is zero is called pure (reminiscent of
We define TM® and TM"*"* as the the'" transmembrane helix pure imaginary numbers). The optimal rotation can be parametrized
of the two monomers (labeledis and trans, arbitrarily) and con- by a unit quaternionj that minimizes(||Gzx¢* — yx||* ) in which {.)
sider four relatively rigid bundles, B(TM{'3,TM{s"* helices), B denotes an average overg” is the conjugate of, and||q||> = qq*
(TMifS"S,TMﬁfg helices), B (TMgfg helices), and B(TM%¢"* he-  (see Ref. [16] for more details). The optimal rotation unit quater-
lices), colored in Fig. 1, blue, red, yellow, and green, respectively. nion (or orientation quaternior) can be written agcos g,sin %a)
describes the angle between two groups of bund|éBBand B,/B,. in which # and4 (a unit vector) are the optimum angle and axis of
On the other hand describes the angle betweer/B, and B,/Bs. In  rotation, respectively.
both cases, the€'“ atoms of each group was used to find the principal ~ As a collective variable, orientation quaternion can be used not
axes and the direction of the roll axis was used to measure the anglaly to monitor the rotational changes but also to apply forces (that are
between the two groups. Finalty,was defined as the angle betweenproportional to the derivatives of the orientation quaternions) on the
the roll axes of the two NBDs constructed using@féatoms of each  system in a practical way to induce the desired rotational changes.
NBD. a andg as defined here intuitively describe the opening/closure&Suppose that we are interested in inducing a particular rotation —
of the cytoplasmic and periplasmic sides, respectivelyn the other  given by its axis of rotation (unit vectat) and its target angle of
hand, describes the relative orientation of the two NBDs. rotationf;..4e: — ON & particular segment of a biomolecudey, part

While the(a, 3, ) space is the main focus of our analysis, moreof a helix, a helix, or a bundle of helices). One simple way is to
conventional metrics including distance and RMSD were used alongse a time-dependent harmonic potential (similar to steered MD in
with these anglesin s p, the distance between tii& mass centers spirit) [18]:

of the two NBDs is an intuitive representative of the NBD dissocia- 1

tion/dimerization.RM SDor, RMSDp—_.,andRMSD;p_, are Us(qrer({xi}), t) = =k (grer ({xx}), Q(1)). [1]
C* RMSDs from the crystal structures of OF, IF-c, and IF-o, respec- (res (Bxi}). 1) 2 (@res (tx1}), Q(E))
tively. Here ¢,..;({xx}) is the optimum orientation quaternion to super-

impose {x;} on a reference seftx;'}. The reference could be
) _ ~ the initial, target, or any other structure; Here to simplify the no-

Collective Variables. In order to induce a conformational transition, tations we assume the reference is the same as the initial structure.
it is often relevant to define a set of collective variables that describg)(t) = (cos(%X ), sin(%®)a) is a unit quaternion that is varied ex-
different states of the system, such that by applying appropriate forcesrnally, providing the center of our harmonic potential at tirdering
on the system, one can vary these collective variables and change #eimulation ( < ¢ < T'). If the reference is the same as the initial
conformation of the system. One particular collective variable that igtructuref(0) andf(7") can be sett6 andf.a, 4.:, respectively. Now
widely used in the context of structural transition of proteins is thehat we have)(0) andQ(T") we can use different interpolation meth-
RMSD. Although using the RMSD from a target structure as a collecods to determin€)(t). A simple method is varying(t) linearly that
tive variable €.g, in a targeted MD simulation) has proved useful, thejs a special case of spherical linear interpolation (Slerp) method [19].
method has its own pitfalls and limitations. Targeted MD requires &he particular method used heiee( NAMD implementation [18]),
target structure whose quality is a determining factor in the reliabilitys based on the linear interpolation of the quaterr@in) (based on
of the results. This reduces the flexibility of the method to a greathe current and final targets) followed by its normalization at each
extent. Ironically, RMSD is associated with both extreme degeneragymestepsee Nonequilibrium Work Measurements). Findliyp, §)
and large entropy loss (for large and small values of RMSD). The trgs the length of the geodesic between two points on the unit sphere,
jectory generated by targeted MD represents a pathway along whigfansformed bys and ¢ from an arbitrary point on the unit sphere.
the RMSD decreases almost monotonically and nearly linearly. Duene can showos(Q(p, §)) = p - §.
to such reasons, a targeted MD simulation typically requires a large \We use six orientation quaternions as collective variables
amount of work to induce a transition, thus making the interpretatiofo  describe the three-dimensiondly, 3,~) space including
of its results difficult in the context of nonequilibrium work relations. (g5, qtroms, qgis trans qgis’ quanS)_ For each angle two collec-

. . . . yq
Other conventional collective variables such as distance and "&e variables are Zefined on the two sides of the anglg? and

dius of gyration have their own limitations that make them impracti- ¢rans are the orientations of the two groups of bundlegd and
cal for inducing a global large-scale structural transition such as th ,/Ba, respectively. Sim”ar'ngis andg'7*"* are the orientations of

IF—OF conformational change in ABC transporters. One particular ) cis/trans ; _ .
collective variable that seems to best reflect the nature of the confd@1/B4 and B:/Bs, respectively, whileyy is the orientation of
mational changes of MsbA intuitively is angles sugh3, and~ as NBD¢#/t7e"s  For the quaternion-based collective variables, the har-
defined above. The simplest way to define a collective variable agaonic constant was set to Akcal/mol. Along with these collective
sociated with one of these angles is to use the mass centers of thiegiables, we also useliM SDrr—, (for targeted MD simulations)
groups of atoms. Unfortunately, this simple definition often result@nddysp (See Reaction Coordinates) with a harmonic constant of
in structural deformation of the protein. Another approach is to us¢0 and 10077%, respectively.
the principal axes as used in defining the measures above. However,
in order to define a practical set of collective variables to induce th&ystem-Specific Biasing Protocols.  We used different combinations
desired transitions associated with the global angles sueh@sand  of collective variables associated with 3, and~ reaction coordi-
v, here we use the “orientation quaternions” [16, 17, 18]. nates to induce the OGFIF transition. In additiondysp was used

The orientation quaternion [17], often used for “optimal super-o dissociate NBDs in some cases. One can generate many distinct
position” in computational biology [16], is a tool to deal with the so- biasing protocols by using these collective variables. Let us assume
called “absolute orientation” problem. Suppose for a seé¥atoms  that main changes in, 3, and~y occur in 3 discrete stages. Here the
(labeledl < k < N), we have two different sets of measurements:presumptive explanatory variable is the order of events, resulting in
{xx} and{y«}. To simplify the problem we assume both sets havesix possible classes of protocoléx — 8 — 7), (¢ — v — 3),
been already shifted to bring their barycenters to the origin (optimuri3 — o — 7), (8 — v — a), (y — a — ), and(y — 8 — «).
translation). To find the optimum rotation to superimpgge} on  One may addxgp as an additional collective variable and an addi-
{xx}, we introduce “pure quaternions’, andy, whose vector parts  tional stage in the biasing protocol. We ukegp only for an initial
arexy, andy, respectively. A quaternion can be thought of as a vecdissociation of NBDs (going from about 30 to A0d v 5 p associated
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with OF and IF-c states, respectively). Targeting a larger distance targeted. Typically, work values in such simulatioegy( a targeted

practically problematic since results in the deformation of the systeriiD simulation on a membrane transporter) are on the order of hun-

(unless accompanied by other biases). Our results show that varyidgeds ofkcal/mol, much greater than the actual free energies. One

~ and/ora results in the NBD dissociation thus varyidg gp foran  can try to use longer simulations to decrease the dissipation; however,

initial dissociation of NBDs was not used after the stages that involvei the path taken is not close to the minimum free energy path, the

changingy and/ora. One can show the total number of protocols sat-results will never converge to the relevant free energy values.

isfying these criteria with four stages of varying 3, v, anddy sp Although accurate free energy calculations are not always feasi-

in different orders is 8. Figures 3A and S5 show the work profiledble due to the practical reasons, one may make qualitative statements

and the trajectories resulted from all the 14 protocols described aboedout the transition paths based on nonequilibrium work measure-

including 6 three-stage and 8 four-stage 3, v, dnvsp) based pro- ments. The relation (5) describes how a particular driven ensemble

tocols, each carried out for 160ns in total. In three- and four-stage with a particular biasing protocol — is related to the equilibrium

simulations, each stage was carried out for 40ns except fofthe ensemble. Here for the main conclusions of the paper we have used

based stages not preceded by pushing p that were carried outfor a rough comparison of the work values. Fortunately, there is a clear

80ns (since changinginduces the change ihw g p as well). difference in the trend of work between different classes of pathways
and the optimum transition tube can be identified.

Connecting Nonequilibrium and Equilibrium Ensembles. Consider

a system governed in equilibrium by Hamiltoni&h(x) in which Nonequilibrium Work Measurements. The accumulative work at

x is a point in the phase space. Suppases a trajectory of this timet along a trajectory generated by the quaternion-based biasing

system driven out of equilibrium over a time interyal 7] using a  protocol (1) can be measured via,

time-dependent biasing potentid(x*, ) added to the Hamiltonian. t g

A common choice for biasing potential §(x*,t) = U(¢,t) = w' = / = Up(qres({xx}),t") dt’. (6]

Ue(r)(€") in which ¢ is a collective variable¢’ is the projection o Ot

of x* onto the ¢ space, and(¢) is a parameter controlled ex- One can collect the biasing potenti&l#£ (¢, s, t)) and its partial time

ternally. Although there is no particular restriction, but for sim-derivative QUs (qrey,t)/0t) based on the instantaneays; at time

plicity U&(ﬁ)(ft) and £(t) are often chosen to be harmonie.d, t. For the particulag,.; scheduleQ(t¢) that comes from the linear

k(& — £())%/2) and linear, respectively. A statistical ensemble ofinterpolation of the quaterniond) (t + At) = Q(t) + =20 Ay)

trajectoriesc<!, x5, . . . is described by itsdtime-dependegtdistributionfouowed by its normalization@(t + At) = Hg:giigu), one can

in phase spacg”" (x,t) = (§(x —x"))"", in which (.)*" denotes  ghow:

an ensemble average over the driven trajectoriesfdfitk, t) gives 9 9

the probability of finding the system at microstatat timet. If the 7UB(@resst) = kQgres, Q1) ;¥ grey, Q(1), (7]

process starts from equilibrium state A, biased onlyfy (¢*) with

£(0) = &a, one can show [3] the distribution of states associated =/ (g,., 1) = —— (g — Q(t) cos(Q)) - M

with £ in equilibrium may be represented by the driven ensemble in 9t sin(£2) T—t

which each trajectory’ carries a time-dependent statistical weight ] ) (8]
exp(—puw}), i.e., We collecteddUg /9t every0.2 picosecond and estimated the accu-

mulative work at each timefrtom the relatiorl (6). The work profiles
eq () — RN ot Bt \ 9T plotted against time shokw® — Ug(0) = w" — (Ugr(t) — Up(0
Pe' (x) <6(X * )>5 <6(X x) exp( ﬂwd» 12 whose physical meaning was diSCl(JS)Sed abovfe. T(hi)s is theE s?c)>-called
. . . . t ¢ . transferable work [3]. The work profiles reported in terms of the re-
n Wh_ICh_B |s.the mverste temtpe;atun&fs,? , v ,__ (F(&) — 7 (4)) |s' action coordinates is also the transferable work associated with a bin
the dissipative workw® = [, 77U(§" ') di’ is the total nonequi- i the reaction coordinate space averaged over all the observations
librium (accumulative) work ovel0, ¢] time interval,(.)éq describes  in which the bin has been visited using the generalized implementa-
an average over an ensemble of equilibrium trajectories governed Iipn of the weighted histogram method described in the reference [3].
H + Ug, and F(€) is the free energy of thperturbedsystem. In  Note that this algorithm is designed to reconstruct the free energies
the stiff-spring limit (large force constant) [20] the potential of meanbut what we obtain includes a dissipative term.
force (PMF) of theunperturbedsystem,F’(¢), can be approximated
as the free energy of tiperturbedsystem,F(¢), butin amore general Free Energy Calculations. For free energy calculations, we em-
case,F'(¢) can be reconstructed via [3, 6]: ployed umbrella sampling (US) [21] in conjunction with a replica-
exchange scheme [22, 23], termed here bias-exchange umbrella sam-
F(¢) = F(€a) — B log (6(€ — €') exp(—ﬂAwt»dT, [3] pling (BEUS) (also known as window-exchange or replica-exchange
umbrella sampling [23, 24, 25]), to efficiently sample a continuous
in which Aw? = w' — U(&*,t). More generally, theinperturbed ~ Portion of the phase space along a reaction coordinate.
equilibrium distribution ofx can be connected to the nonequilibrium US [21] combined with the weighted histogram analysis method

driven trajectories via: (WHAM) [26] is a standard free energy calculation scheme for re-
constructing the PMF along a given reaction coordinate. By biasing
P°I(x) <5(X —x) exp(—BAwt)>d". [4] the system using a known potentiald, harmonic), one may sample

high-energy states, allowing for an accurate reconstruction of free en-
Now if A is a collective variable defined onthat may or may not be  ergy landscape of the unbiased system when used along a reweighting
the same ag, one can write: scheme such as WHAM. Employing the method to large-scale tran-
sitions is often challenging and simple biasing protocelg,(using
exp(—BAF(\)) = <5()\ _ ,\f) exp(—BAwt»dr. [5] RMSD from a target structure as the reaction coordinate) usually pro-
duce unreliable estimates for free energies. By using system-specific
inwhichAF(\) = F(\) — F(0). reaction coordinates and sampling around relatively reliable transi-
Estimating the free energy for a particubarequires sampling an tion pathways (obtained using methods discussed above), one may
adequate number of trajectories that visparticularly those associ- significantly improve the sampling of the regions of the phase space
ated with a small amount of work that dominate the RHS of (5). Thigelevant to a transition of interest. Replica-exchange MD [22, 23]
is not always feasible, particularly when large-scale transitions aris a Monte Carlo algorithm that couples multiple MD simulations in
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order to enhance the sampling. Each replica is associated with a difins including the unbiased and biased simulations used th&NP
ferent value of a given property whose periodic exchange betwearonditions.
the replicas based on an “exchange rule” accelerates the exploration Firstwe performed a 150-ns unbiased equilibrium simulation (Ta-
of the phase space. Temperature is the most typical property to elsle S1: Simulations 1 and 2). We used three structures frebn 75,
change between the replicas which accelerates the sampling of alhd 150 ns of this equilibrium trajectory (Table S1: Conformations 0,
degrees of freedom somewhat blindly. An alternative is to exchangk and 2, respectively), to initiate several nonequilibrium driven MD
(time-dependent [27] or time-independent [24]) biasing potentials isimulations that were carried out using different time-dependent bi-
a “bias-exchange” scheme to specifically accelerate the sampling aging protocols in which the system was driven away from the initial
the degrees of freedom most relevant to a transition of interest.  OF state toward an IF state. These protocols include conventional
Integrating US into the replica-exchange scheme results in an esteered and targeted MD simulations (Table S2: Simulations 33-37
ceptionally practical enhanced sampling approach that allows for aand 183-187, respectively) as well as non-conventional protocols (see
accurate reconstruction of rugged free energy landscapes [23, 23hbles S2-S6) that use different combinations of collective variables
The mixing of the replicas in the bias-exchange method guaranteésee Reaction Coordinates and Collective Variables).
the continuity of the conformational space sampled, yielding a more Select number of these nonequilibrium simulations were followed
reliable free energy estimate. Note that due to the presence of a largg restrained MD (RMD) simulations in which the system is subject
number of degrees of freedom in a large protein system such as meto-a time-independent biasing potential centered at the final target (Ta-
brane transporters, it is virtually impossible to sample a continuoukle S3: Simulations 188, 190, and 192; Table S4: Simulations 193,
conformational space if the simulations were to run independently &95, 197, and 199; and Table S6: Simulations 234-238 and 242-246).
in a conventional US scheme. Select number of the conformations resulted from the biased simula-
The efficiency of the BEUS simulations (in terms of sampling)tions were further equilibrated with no bias (Table S1: Simulations
relies on the definition of collective variables and the distribution 0f247-251). We also performed BEUS MD simulations (Table S7) to
the replicas in the collective variable space. The choice of the cofjuantify the free energies associated with different IF conformations
lective variable can be improved in the procedure discussed in detd8ee Sampling Protocol for Free Energy Calculations). Collectively,
above {.e, using nonequilibrium simulations and fine-tuning the bi-we have performed more tharnu§ of unbiased and biased simula-
asing protocol to lower the amount of nonequilibrium work). In ordertions (0.545 and 4.803s, respectively). For a complete list of these
to optimize the sampling, the distribution of the replicas in the colsimulations, see Tables S1-S6.
lective variable space can be adjusted iteratively using short runs to
resqlt in a roughly similar rate of exchange between all nelghborlngamp"ng Protocol for Free Energy Calculations.  Prior to produc-
replicas. tion runs for BEUS MD simulations we used the following protocol
Molecular Dynamics Simulation Details. ~ The initial model used for to prepare the initial conformations and umbrella potentials:
all the MD simulations is based on the crystal structure of the
salmonella typhimuriunMsbA in its OF conformation (PDB entry: 1. 22 initial conformations were taken from the last stage of the Opti-
3B60) [28]. The unresolved N- and C-terminal residues (M1-T9 and Mmized pathway in which the system is pushed alar(ge., Table

Q582) were not modeled, and the nucleotides were removed to gen- S4: Simulation 198). _ _
erate a nucleotide-fre@postate. 2. Based on each conformatiar(selected above), two quaternion-

All MD simulations were performed using NAMD 2.8 and  based collective variable§'; andgy{"* were defined (conforma-
NAMD 2.9 [29]. The CHARMM27 force field [30, 31, 32], including tioni used as the reference structure; for the definitiag{ f t"*"*

the ¢/+) cross-term map (CMAP) correction for the proteins [30] was  see Collective Variables). For each umbrella 1, ... ,22, a bi-
used for all the simulations. Water molecules were described with the asing potential (or umbrella potential) was designed with two har-
TIP3P model [33]. The protein was energy-minimizad/acuofor monic terms restraining<’s andg’r$™* around the unity quater-
3000 steps using conjugate gradient algorithm [34]. nion1 = (1,0,0,0) with harmonic constant; (see Collective

Simulations Were.carrLied out usc;ng a2fs timESteg at 310K Cofff{- Variables). The biasing potential for umbreflaan be simpli-
stant temperature using Langevin dynamics with a damping coeffi- .. Crr o ky g B5SNa  BETOMS ol i ftrans _
cienty of 0.5ps*. The pressure along the membrane normal (the fied to: Ui » 5 (557)" + (F5—)7) in which ; =
zaxis of the simulation system) was maintained at 1atm using the 2cos *(¢5's/""*"*.1) is the angular deviation from the reference
Nosé-Hoover Langevin piston method [35, 36], with a constant cross- ¢ in cis/trans wing ofv.
sectional area imposed on tig-plane unless specified otherwise. 3. BEUS MD simulations were performed for 10-100 ps (for each
The smoothed cutoff distance for non-bonded interactions was set replica) starting with the initial conformations and using the um-
to 10-12A, and long-range electrostatic interactions were computed brella potentials obtained from (1) and (2), respectively. An ex-
with the particle mesh Ewald (PME) method [37]. change between any two neighboring replicas was attempted every

The protein was embedded in a lipid bilayer consisting of 1 ps.

470 POPC molecules (237 and 233 lipids in the periplasmic and- The steps (1) to (3) were iterated with different initial conforma-
the cytoplasmic leaflets, respectively), and solvated in a periodic tions and harmonic constants (identified by trial and error) until
TIP3P [33] water box with 100mM of NaCl, resulting in a simu- (i) the exchange rate between any two neighboring replicas was
lation system o0f~250,000 atoms, with approximate dimensions of ~€stimated to be in the 20-40% range, and (ii) thepace (in a
140x 140x 150A® before equilibration. given continuous range) was expected to be sampled without any

The relaxation of the system started with the acyl chains of the 9ap.
lipid molecules under constant volume conditions for 0.5ns, with all ) e .
other atoms fixed. The system was then further equilibrated with Production runs: The initial conformations and umbrella poten-
all protein atoms, all protein heavy atoms, and all proteinafoms  tials satisfying the criteria above were used to perform 24 ns of BEUS
restrained (k=5kcal/meA?) in 0.5, 1.5, and 3ns runs, respectively, MD simulations (total simulation timg2 x 24 = 528 ns). _
followed by a5 ns unrestrained simulation, all in the constant-pressure The conformations used for the production runs are associated
(NPT) conditions, in order to allow the lipid molecules to pack againsVith thea’s ranging roughly from 13to 49” (shown in Fig. S12B,C).
the protein surface, and for the area of the lipid bilayer to adjust acSee Table S7 for the centers and force constants and average exchange
cordingly. Once the system area stabilized, a 5ns relaxation run wéates based on the entire simulations. Figure S12A,B shows how each
performed (Table S1: Simulation 0) under constant area and norméplica has covered a large portion of thspace. Note thatFig. S12A

cis/trans

pressure conditions (1atm; NAT ensemble). All the production show select trajectories 0™, 97™*) space in whicto;
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represents the angular deviationcofingle in its cis/trans wing from partitioned into five 4-ns pieces forminyyf = 22 x 5 = 110

the initial conformation of replica (with « ~ 13°). groups of samples. These groups were assumed to be independent
and identically distributed (i.i.d) data points with assigned weights

Reweighting Scheme for Free Energy Reconstructions. The22tra- w; =& —&-1( =1,...,M and{&} is a set of low-to-high or-

jectories of BEUS MD simulations were collected every 4 ps. The firstered random numbers @6, 1] with & = 0 andéy = 1). Each

4ns of each trajectory was discarded (as equilibration phase) and tbenfigurationX! takes a weight’} = w; M (l is determined by and

rest were used to generate an ensemblelok 10* (22 replicasx t) prior to be plugged in the equations (9). This can be done implicitly

20ns / 4ps) configurationSX?} grouped according to the umbrella by modifying the first equation in (9):

potential based on which the system was biased (, . .., 22) and

indexed arbitrarily within its umbrella group (= 1,...,N; and Wi /pt = ZNJ’.fj exp(—pU;(X)). [10]

N; = 5000 for all 7). The reweighting scheme used is a method -

originally proposed in Ref. [38] which can be considered to be a gen-

eralization of weighted histogram analysis method [26] (with bin sizg,, \which N/ = ENj ot

— 0). This scheme is closely related to multistate Bennet acceptance =

ratio method (MBAR) [39]. The weight of each configuratiXi, p:

is determined by self-consistently solving the equations [38]:

The normalized probabilitiegpt} can be used to estimate the
PMFs as discussed above. The procedure was repeated 100 times
with different random value§(; } to generate a set of PMFs in terms
1/pt = Z N f7 exp( BU;(XY)), of ¢ Whose average and standard deviatipn at eaclas gsed as
{ = Y, Z Pt exp(—BU; (X1)). (9] an estimate of free energy and the asso_mated error. Figures 5 and
J t=120 I S13A,B show the average PMFs and their associated errors in terms
inwhichU;(X) is the biasing potential for configuratidaccording  of «, RMSDrr—., and RMSD;r, reaction coordinates, respec-
to umbrellas. tively, while 100 bootstrapped PMFs in termscwofre shown in Fig.
The samples were reweighted according to normalizacilues ~ S12.
to reconstruct the PMF in terms of a given reaction coordiggte-
cludinga,, RMSDrr—.,andRM SD;r,). The kernel density esti- Analysis and Plotting. The trajectories were analyzed using the
mation [40] method was used to reconstruct the unbiased probabiliti®&VID [43] and the ProDy packages [44]. All the projected trajec-
p(¢) based on which the PME€., —3~ ! log(p(¢))) was estimated. tories (excluding Figs. 2B and 10, and Figs. S2 and S4) and work
A Gaussian kernel was used with a bandwidth selected according poofiles are smoothed using a rational Bezier curve [45] while the time
the least-squares cross validation criterion [41]. The bandwidth s&eries in Figs. S9C-D and S10, and S2, are smoothed using a running
lection was independently repeated for each reaction coordinate. average. The PMFs in Figs. 5, S12, and S13 are generated using
A Bayesian bootstrapping technique was used to estimate the sekernel density estimation method as discussed above. The protein
tistical error associated with the PMFs [42]. Each trajectory wastructures were plotted using VMD [43] v. 1.9.
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Figure S1 A Projection of ~250 biased and unbiased MD trajectories onto the (v, 3, 7v) space along with their projections onto the two-dimensional spaces («, 3),
(e, ), and (8, ). B OF (cube), IF-c (sphere), and IF-o (pyramid) crystal structures are also shown in the («, 3, ) space whose two-dimensional projections are
given by square, circle, and triangle, respectively. The arrows illustrate the OF—IF-o transition (the main subject of this study) projected in these 3D (black) and 2D
(grey) spaces. Also see Fig. 2.
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Figure S2 Unbiased equilibrium simulation of OF conformation: A The RMSD of a 155-ns trajectory (Table S1: Simulations 0-2, combined) from the OF crystal
structure calculated based on the heavy atoms of the entire protein (black), NBDs (red), TMDs (blue), NBD*® (yellow), and NBD!" ™ (green). The apOsystem stays
close to the nucleotide-bound OF crystal structure during the simulations. B Projection of the 150-ns equilibrium trajectory of OF structure (Table S1: Simulations 1
and 2) onto its first and second principal components PC; and PC2 (constructed based on the C® atoms of the protein). The Projection of the same trajectory onto
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Figure S3 Root mean square fluctuations (RMSF) of the C'™ atoms of the two MsbA monomers (termed Cis and trans) as obtained from the last 75ns of the
equilibrium trajectory of the OF structure (Table S1: Simulation 2). Different regions of the protein are marked according to the following definitions. TMD segments:
TM1 (Residues 10-53), EL; (54-59), TMg (60-111), ICL; (112-120), TM3 (121-161), EL3 (162-166), TM4 (167-211), ICL (212-220), TM5 (221-275), EL3 (276-282),
TMg (283-323); inter-domain loop (IDL) (324-340); and NBD segments: 31 (341-350), A loop (351-358), 32(359-367), 33 (370-376), P loop (377-381), a1 (382-391),
Ba (399-403), vz (413-418), B5 (419-423), Q loop (424-432), cvg (433-439), vy 4/ 41 (446-475), X loop (476-480), LSGGQ signature (481-485), cvs (486-498), Pro
loop (499-500), 36 (501-504), D loop (505-512), g (513-528), B7 (532-536), H loop (537-538), a7 (539-545), s (548-553), B9 (555-561), arg,9 (562-581). Here
TM, EL, and ICL stand for transmembrane helix, extracellular loop, and intracellular coupling loop, respectively. The NBD-TMD interaction regions IRy (404-418) and
IR2 (440-445) are also marked. In both monomers, the largest RMSF in TMDs belongs to the extracellular loops, particularly EL3 and EL1 while the lowest fluctuation
in TMDs belongs to the intracellular coupling loop ICL2. In the NBDs, the NBD-TMD interaction region IR2 and the A loop fluctuate more than the other loops although
these fluctuations are asymmetric. From these short simulations, it is not clear whether or not this asymmetric behavior is mechanistically relevant.
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Figure S4 Comparison of the 160-ns targeted MD trajectory (red) (Table S2: Simulation 183) and the 160-ns optimized trajectory (Table S2: Simulations 33, 11,
173, and 178) projected onto the (RMSDrp_,, RMSDrp_.), (o, B), (8,7), and (v, ~y) spaces are given in A, B, C, and D, respectively. Square, circle,
and triangle represent OF, IF-c and IF-o crystal structures. One particular measure to assess the relevance of these trajectories is the order of cytoplasmic opening
(change in «) and periplasmic closing (change in (3). The targeted MD simulations result in intermediate conformations that are open to both cyto- and periplasm —
that is inconsistent with the alternating access mechanism. One interesting feature in these trajectories — that is in agreement with our optimized pathway — is that ~y
collective variable changes prior to the change in «;, i.e., the twisting motion of the NBDs occur prior to the opening of the cytoplasmic side.
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trajectories that use dy g p collective variable in their protocol are represented by thick lines.
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Figure S6 Work profiles of A 160-ns B 80-ns and C-E 20-ns driven trajectories in which OF—IF-o transition has been induced using different biasing protocols
(Table S2). Solid lines: in each protocol, the system was driven along «, 3, and ~y (and in some cases d g p) in different orders. Dashed lines: targeted MD
protocols. OF; indicates the initial conformation used in the simulations associated with each plot; OF1, OF2, and OF3 correspond to Table S1: Conformations 0, 1,
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Figure S7. The role of NBD twist in NBD/TMD conformational changes. A The system is pushed along d v g p and/or ~y toward the IF-c conformation according to
different protocols (thick lines), then released (thin lines). (3 is restrained at 9° along the simulations in both stages to keep the periplasmic side closed. B The system
is pushed along -y and/or 3 toward the IF-c conformation according to different protocols (thick lines), then released (thin lines). The d g p is restrained at 41A along
the simulations to keep the NBDs dissociated. See Table S6 for the list of simulations.
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Figure S8 Exploring non-discrete protocols: A Work profile of a select number of 20-ns trajectories resulted from steering the system along different paths B in the
(e, B) space. The NBDs are dissociated by pushing «y toward 75° prior to these simulations. C Work profile of a select number of 20-ns trajectories resulted from
steering the system along different paths D in the («, ) space. The NBDs are dissociated by pushing dy g p toward 41 A prior to these simulations. See Table S5
for the complete list of simulations. Discussion:In the main paper, we made an assumption that the a-, 3-, and ~y-related conformational changes occur in discrete
stages. This simplification allows us to explore several major pathways in a systematic manner. The significant drop of work required for driving the « variable when
the 3 and/or -y variables have already changed supports this assumption to a great extent. To further examine this assumption, we performed two sets of simulations
exploring the («, 3) and (v, ) spaces. If the system is steered along different paths in the («, 3) space (A and B), the discrete 3 — « protocol (involving the
closure of the periplasmic side prior to the opening of the cytoplasmic side) is found to require the least amount of work. To make the comparison easier, the NBDs are
dissociated and twisted (using y) prior to these simulations. The results further support our assumption on breaking down the TMD conformational changes into two
a- and (B-based stages. Similarly, if the system is steered along different paths in the (c, ) space (C and D), the discrete v — « protocol (involving the closure of
the NBD twist prior to the TMD cytoplasmic opening) requires the least amount of work. The NBDs are dissociated by pushing d ;y g p prior to these simulations. The
results are in agreement with our conclusions (based on discrete simulations) that the ~y-related conformational changes must occur prior to any significant cc-related
conformational change. Although (v, 3) and (c, y) spaces can be used to identify the OF—IF transition pathway of MsbA in a relatively simple manner, the exact
transition pathway in (3, ) or (v, dnB D) spaces is not clear and requires more accurate methods such as free energy calculation techniques to derive a reliable
conclusion.
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Figure S9 water accessibility along the pore: A The (linear) water density along the pore, pwater as estimated from the equilibrium trajectory of OF conformation.
B pwater associated with different conformations of MsbA as shown in C and D. C Time-series of pyater at the cytoplasmic (blue) and periplasmic (red) gates

along the equilibrium trajectory of OF conformation. D Cyto- and periplasmic p.ater along the OF—IF-c trajectory generated according to the optimum protocol with
interstage RMD simulations (see Table S4).
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Figure S1Q Resting state of MsbA in IF conformation. A o, B 3, C v, and D d g p along the unbiased equilibrium trajectories of IF-c (violet) and IF-o (black)
conformations resulted from the optimum protocol along with the unbiased equilibrium trajectory of IF-o conformation resulted from the targeted MD protocol (red).
See Table S1 for the list of simulations.
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Figure S11 RMSF of C'* atoms of the two MsbA monomers (termed Cis and trans) as obtained from the the last 75 ns of an unbiased equilibrium trajectory of IF-c
(A and B) and IF-o (C and D) structures (Table S1: Simulations 249 and 247, respectively). See Fig. S3 for definitions.
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Distribution of v as sampled by the replicas shown in A. C PMF along « as estimated using 100 sets of samples generated using a bootstrapping algorithm. The
average PMF and error bars in Fig. 5 are based on the statistics shown here. Note that the centers of all 22 umbrella potentials (projected onto the « space) are
marked on the upper x-axis of panels B and C (see Table S7) while the values of « associated with the IF-c (circle) and IF-o (triangle) crystal structures are marked on
the lower x-axis of the same panels. It is also important to note that, although o turns out to be a good reaction coordinate to sample the configuration space of MsbA
in the IF conformation, it is not to be confused with an ideal reaction coordinate (i.e., the committor function [46]), thus the presence of an approximately 2-kcal/mol
barrier around e & 20° is not necessarily a good representative of the actual transition barrier. Nonetheless, the estimated free energies reveal a great conformational
flexibility in the resting state of apOMsbA.
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Figure S13 PMF along C* RMSD of the entire protein from A IF-c and B IF-o crystal structures. The PMF and the error bars are estimated using the same data
and algorithm used for estimating the PMF in « space (see Figs. 5 and S12). There is a deep minimum around 4.5A away from the IF-c crystal structure (A) and a
thermally accessible minimum around 4A away from the IF-o crystal structure (B). Note that the resolution of both crystal structures is 4.5A. One can conclude that
the IF-c and IF-0 are two (out of many) accessible conformations of apoMsbA; however, the most significant free energy basin is more than 10A away from both IF-c
and IF-o crystal structures representing an IF conformation less open than IF-o and more open that IF-c.
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Figure S14 NBD-NBD interface: A The positively and negatively charged residues on the dimeric interface (highlighted as blue and red, respectively). Histidines
are also shown (green) alongside. B The surface charge distribution of NBD on the NBD-NBD interface as obtained from a snapshot of the MsbA structure in the
OF conformation (Table S1: Conformation 0). Blue/red represents positive/negative charges. C The interaction energy (in kcal/mol) between the two NBDs in the
(dnBD, ) space along with the simulation trajectories previously shown in Fig. S7A. We used all the unbiased and biased simulations performed (see Tables S1-S6)
(without any reweighting) to reconstruct the energy landscape. This energy landscape approximates the NBD-NBD interaction without considering the environment or
entropic effects. One can identify a region around the IF-c crystal structure (associated with a twisted NBD conformation) that is surrounded by several regions with
positive (repulsive) interaction energies. These repulsive interactions are due to the proximity of several positively-charged subdomains (€.g, P-loop and H-loop) from
the cis- and transNBDs in the absence of enough attractive interaction between the other subdomains.
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Table S1 List of the unbiased simulations.

index* state’ initial conformation  runtime (ns)

0 OF crystal structure? 5

1 OF 0 75

2 OF 1 75
247 IF-0 178 150
248 IF-0 183 50
249 IF-c 173 150
250 IF-c 192 20
251 IF-c 197 20

*The index by which the resulting trajectory/conformation will be referre@ g, (as
an “initial conformation” for another simulation).

TThe state associated with the initial conformation. The system can be generally
considered to be in this state throughout the simulation.

see Molecular Dynamics Simulation Details.
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Table S2 List of the nonequilibrium driven simulations involved in the OF

profiles associated with these simulations are shown in Fig. S6.

—IF-o transition, induced using different biasing protocols. The work

index* initial conformation protocol T runtime (ns)  stage work (kcal/molf  total work (kcal/mol) ¥
3,4,5,6,7 2,2,0,1,2 a — 47° 40,20,5,5,5 342,392,497,467,467 342,392,497,467,467
8,9,10,11,12 3,4,5,6,7 v — 75°, catd7°® 80,40,10,10,10 101,262,665,607,645 444,656,1164,1075,1113
13,14,15,16,17 8,9,10,11,12 B — 9°,vyat75°, catd7° 40,20,5,5,5 81,186,482,374,397 526,843,1648,1452,1513
18,19,20,21,22 2,20,1,22 v — 75° 80,40,10,10,10 185,238,320,308,317 185,238,320,308,317
23,24,25,26,27 18,19,20,21,22 a — 47° ~vatr5° 40,20,5,5,5 236,294,439,503,445 422,533,760,813,763
28,29,30,31,32 23,24,25,26,27 B — 9°, catd7°, ~vatr5° 40,20,5,5,5 88,185,476,404,394 510,719,1239,1219,1159
33,34,35,36,37 2,2,0,1,2 dnep — 41A 40,20,5,5,5 24,32,36,34,33 24,32,36,34,33
38,39,40,41,42 33,34,35,36,37 a — 47° 40,20,5,5,5 273,324,399,402,417 298,357,436,437,451
43,44,45,46,47 38,39,40,41,42 v — 75°, cad7°® 40,20,5,5,5 105,173,414,401,382 405,532,852,840,835
48,49,50,51,52 43,44,45,46,47 B — 9°, vyatr5°, catd7° 40,20,5,5,5 85,178,448,387,400 491,711,1302,1229,1237
53,54,55,56,57 3,4,5,6,7 B — 9° catd7° 40,20,5,5,5 67,146,370,305,354 418,549,878,782,832
58,59,60,61,62 53,54,55,56,57 v — T5°, fat9°, catd7° 80,40,10,10,10 35,224,706,605,621 454,774,1587,1389,1455
63,64,65,66,67 33,34,35,36,37 v — 75°, dnvppadlA 40,20,5,5,5 114,136,158,161,161 128,159,183,184,188
68,69,70,71,72 63,64,65,66,67 a — 47° ~vatr5° 40,20,5,5,5 236,284,459,461,411 366,444,644,647,601
73,74,75,76,77 68,69,70,71,72 B — 9°, catd7°, ~vatr5° 40,20,5,5,5 72,157,402,347,338 439,602,1047,996,941
78,79,80,81,82 38,39,40,41,42 B — 9°, catd7° 40,20,5,5,5 76,156,388,373,354 383,507,835,820,816
83,84,85,86,87 78,79,80,81,82 v — T75°, a9, catd7° 40,20,5,5,5 35,140,370,316,326 419,648,1207,1138,1144
88,89,90,91,92 2,2,0,1,2 3 —9° 40,20,5,5,5 90,104,126,119,120 90,104,126,119,120
93,94,95,96,97 88,89,90,91,92 dysp — 41A, Bat9° 40,20,5,5,5 21,54,103,100,102 112,159,230,221,223
98,99,100,101,102 93,94,95,96,97 o — 47°, dyppatilA, at9° 40,20,5,5,5 209,248,350,399,354 321,408,581,621,579
103,104,105,106,107 98,99,100,101,102 v — 75°, a@d7°, fan’ 40,20,5,5,5 46,120,341,287,279 368,529,923,910,860
108,109,110,111,112 88,89,90,91,92 a — 47°, Bai’ 40,20,5,5,5 189,244,344,310,341 280,350,472,429,463
113,114,115,116,117  108,109,110,111,112 ~ — T5°, a@d7°, Bat9° 80,40,10,10,10 36,158,496,423,438 317,510,970,854,902
118,119,120,121,122 33,34,35,36,37 8 — 9°, dyppatdlA 40,20,5,5,5 27,41,48,51,50 42,64,77,75,78
123,124,125126,127  118,119,120,121,122 o — 47°, Ba9°, dy ppatilA 40,20,5,5,5 179,201,263,295,268 221,266,340,370,347
128,129,130,131,132  123,124,125,126,127 v — T5°, a@7°, fa’ 40,20,5,5,5 55,109,269,229,224 277,375,611,601,572
133,134,135,136,137 88,89,90,91,92 ~ — 75°, Bat9° 80,40,10,10,10 94,152,332,298,319 183,259,450,412,434
138,139,140,141,142  133,134,135,136,137 o — 47°,~at75°, fat9° 40,20,5,5,5 16,63,202,156,151 200,323,652,569,586
143,144,145,146,147 18,19,20,21,22 B — 9°,~vatr5° 40,20,5,5,5 30,57,154,121,140 160,224,383,329,372
148,149,150,151,152  143,144,145,146,147 a — 47°, fat9°, yatr5° 40,20,5,5,5 23,66,194,131,146 184,291,578,461,518
153,154,155,156,157 63,64,65,66,67 8 — 9°,~vat75°, dyppattlA 40,20,5,5,5 32,59,126,124,142 151,203,304,285,321
158,159,160,161,162  153,154,155,156,157 o — 47°, fat’, yatr5° 40,20,5,5,5 18,58,155,117,130 169,262,461,402,452
163,164,165,166,167 93,94,95,96,97 v — 75°, dyppattlA, 3at° 40,20,5,5,5 27,50,134,105,122 136,201,356,304,345
168,169,170,171,172  163,164,165,166,167 o — 47°,~atr5°, fat9° 40,20,5,5,5 23,61,171,115,127 159,262,528,420,473
173,174,175,176,177  118,119,120,121,122  ~ — 75°, 3at9°, dyppattlA 40,20,5,5,5 22,30,68,58,62 61,89,142,124,134
178,179,180,181,182  173,174,175,176,177 a — 47°,~atr5°, fat9° 40,20,5,5,5 15,36,91,67,62 77,126,234,191,196

183,184,185,186,187

2,2,0,1,2

RMSDip_, : 21A — 0A

160,80,20,20,20

460,638,1254,1111,1144

460,638,1254,1111,1144

*The index by which the resulting trajectory/conformation will be referrecttg,(as an “initial conformation” for another simulation). Each index in a row corresponds to a simulation with an “initial conformation” and a

“runtime” specified in the same order.
T The center of the harmonic bias is moving toward ) a target point or is fixed “at” a constant point in the collective variable space.
$Work accumulated only during the current stage (“stage work”) or during the current and all previous stages (“total work”).



Table S3 List of the simulations involved in a OF  —IF-c transition biased according to the
protocol (8 — dnep — y) with interstage relaxations ( i.e, RMD).

initial runtime stage work total work
index conformation protocol (ns) (kcal/mol)  (kcal/mol)
88" 2 B8 —9° 40 90 90
188 88 Bat9° 20 - -
189 188 dygp — 41A, fat9° 40 11 117
190 189 dnpatilA, Bat9° 20 - -
191 190 ~v — 75°, dnvppadlA, Gatd° 40 23 159
192 191 vatr5°, dy ppatilA, Bat9° 20 - -

*This simulation was also listed in Table S2.

Table S4 List of the simulations involved in a OF  —IF-o transition biased according to the
“optimum protocol” (dnpp — (3 — v — «) with interstage RMD relaxations (see Figs. 4 and
S9).

initial runtime  stage work  total work
index conformation protocol (ns) (kcal/mol)  (kcal/mol)
33" 2 dnsp — 41A 40 24 24
193 33 dnppatilA 20 - -
194 193 8 — 9°, dyppatilA 40 22 a7
195 194 Bat9°, dn ppattlA 20 . ;
196 195 ~v — 75°, Bat9°, dyppattlA 40 15 62
197 196 vat75°, Bat9°, dy ppatilA 20 . ;
198 197 a — 47° ~atr5°, fat9° 40 15 77
199 198 catd7°, ~vatr5°, fat9° 20 - -

*This simulation was also listed in Table S2.

Table S5 List of the biased simulations which explore the (a, B) and the (cv,~y) spaces without
assuming discrete stages (discussed  * in Fig. S8).

initial runtime stage work total work

index  conformation protocol (ns) (kcal/mol)  (kcal/mol)
200,201 22,22 8 — 9°,yatr5° 10,10 84,94 404,414
202,203 200,201 a — 47°, fat°, yatr5° 10,10 65,61 469,475
204,205 22,22 B — 14°,~atr5° 55 29,34 349,354
206,207 204,205 a— 16°,8 — 9°,yatr5° 10,10 172,183 521,537
208,209 206,207 a — 47°, ~atr5° 55 37,52 558,589
210,211 22,22 B8 — 15°, ~atr5° 10,10 21,32 341,352
212,213 210,211 a — 47°, ~at75° 10,10 179,165 520,517
214,215 22,22 a — 47°, 8 — 9°,yatrs° 20,20 361,382 682,701
216,217 22,22 a — 47°, ~atr5° 10,10 311,334 631,654
218,219 216,217 B — 9°,yatr5° 10,10 254,286 885,940
220,221 97,97 v — 75°, 3at9°, dn ppattlA 10,10 86,92 316,322
222,223 220,221 a — 47°, Bat9° 10,10 63,82 379,404
224,225 97,97 v — 60°, Bat9°, dnppatdlA 5,5 33,37 263,267
226,227 224,225 a — 47°, fat9° 15,15 306,330 569,597
228,229 97,97 a — 47°, fat9° 20,20 367,433 597,663
230,231 97,97 a — 47°, v — 75°, pato° 20,20 474,520 704,750

*Figure S8A,B: Simulations 200 and 202 (black), Simulations 204, 206, and 208 (blue), Simulations 210 and 212 (green), Simulation 214 (orange),
and Simulations 216 and 218 (red). Figure S8C,D: Simulations 220 and 222 (black), Simulations 224 and 226 (blue), Simulation 228 (orange),
Simulation 229 (red), and Simulation 230 (green).
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Table S6 List of the biased simulations which examine the role of the NBD twist ( i.e, change in ~y) in other NBD and
TMD conformational changes associated with OF  —IF transition (discussed * in Fig. S7).

initial runtime stage work  total work
index conformation protocol (ns) (kcal/mol)  (kcal/mol)

232 89 v — 65°, fai’ 20 198 302

233 90 v — 75°,dnep — 41A, Bat9° 20 180 306
234,235,236,237,238  94,134,164,232,233 Bat9° 10,10,10,10,10 - -

239 34 v — 75°,8 —9°, dNBDat41"A°\ 20 176 208

240 34 v — T5°, 8 — 20°, dNBDat4°1A 20 122 154

241 240 B — 9°,vyatr5°, dy ppatdlA 20 29 183
242,243,244,245246  64,119,174,239,240 dnppatdlA 10,10,10,10,10 - -

*Figure S7A: Simulations 94 and 234 (red), Simulations 134 and 235 (blue), Simulations 164 and 236 (magenta), Simulations 232 and 237 (orange), and Simulations 233
and 238 (green). Figure S7B: Simulations 64 and 242 (orange), Simulations 119 and 243 (red), Simulations 174 and 244 (magenta), Simulations 239 and 245 (green), and
Simulations 240, 241, and 246 (blue).

Table S7 List of the umbrella potentials in the BEUS simulations. The initial conformations were selected from Table S4:
Simulation 198. The simulations were carried out for 24 ns (for each replica).

index 1 2 3 4 5 6 7 8 9 10 11
umbrella center (degrees) 13.4 14.9 167 187 200 212 231 254 266 284 310
harmonic constant (kcal/mol) | 10000 10000 5000 5000 10000 8000 4000 2500 2500 2500 2500
exchange rate (percentage) 26 25 31 22 20 20 20 35 35 30 28
index 12 13 14 15 16 17 18 19 20 21 22
umbrella center (degrees) 325 341 366 39.0 401 416 427 441 463 479 487
harmonic constant (kcal/mol) | 5000 5000 2500 2500 5000 5000 5000 5000 5000 7500 10000
exchange rate (percentage) 24 22 31 33 26 32 32 25 23 30 -

*The centers are projected onto thespace. The actual centers of the biasing potentials are i(uqtgé;' s qg";‘"s) space (see Sampling Protocol for Free Energy
Calculations). ? )

T The reported exchnage rate for each umbrella is with its following umbrella.
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Supplementary Movie S1 IF—OF conformational transition of apoMsbA: The OF—IF transition was induced using the optimized protocol (dNygp — 8 —
~v — a). The backward process was not simulated (although shown here by reversing the movie). The total simulation time was 220 ns including four 40-ns “transition”
stages (using nonequilibrium driven MD) and three 20-ns interstage “relaxation" simulations (using restrained MD). The NBD/TMD conformational changes associated

with each transition stage are given.
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