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• Simulates the movement of biological systems according to Newton’s Equations 
of motion

NAMD as a Molecular Dynamics Engine

Fα = −
∂

∂ ⃗rα
Utotal(r1, r2, . . . , rn), α = 1,2...N

Utotal = Ubond + Uangle + Udihedral + UvdW + Ucoulomb

• Verlet integration method in order to propagate the system in time:

vn+1/2 = vn + M−1Fn .
Δt
2rn+1 = rn + vn+1/2Δt

Fn+1 = F(rn+1)
vn+1 = vn+1/2 + M−1Fn+1 .

Δt
2

Δt = 1 or 2 femtosseconds usually

Zika Virus



Parallelism for MD Simulation Limited to Each Timestep

Computational workflow of MD:

initialize particle

positions

particle

forces

force

calculation

about 99% of 
computational work

update

 positions

about 1% of 
computational work

reduced quantities (energy, temperature, pressure)
position coordinates (trajectory snapshot)

occasional

output

aLoop millions 
of timesteps



NAMD 2.14 Decomposes Force Terms in Fine-
Grained Objects for Scalability



NAMD 2.14 Decomposes Force Terms in Fine-
Grained Objects for Scalability



NAMD 2.14 Excels at Scalable Parallelism on 
CPUs and GPUs
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Benchmarks on single nodes and Newer GPUs 
Reveals Problems

NAMD 2.13 (2018) has ~20% perf improvement from P100 to V100 Hardware has ~70% perf improvement!

Peak Performance in TFLOPS
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Gaps in the blue strip = GPU is idle!

Profiling ApoA1, 92k atoms 
NAMD 2.13, 16 cores and 1 

GPU Volta

Profiling on Modern GPUs
Molecule with 4x4x4 Patches



NAMD 2.13 had Limited GPU Performance

• Offloading force calculation was not enough!


• Overall utilization of modern GPUs is limited


• We want better single GPU performance


- Majority of MD users run system sizes < 1M 
atoms on a single GPU


• Must transition from GPU-accelerated to GPU-
resident!

The DGX-2 has 16 V100 GPUs but only  
48 CPU cores: We need to do more GPU 

work with less 
CPU Power



NAMD 3.0: GPU-Resident NAMD

• Fetches GPU force buffers directly from the force module


• Bypass any CPU-GPU memory transfers - only call GPU 
kernels! 

• Convert forces in a structure-of-arrays (SOA) data structure 
using the GPU 

• Invoke GPU Integration Tasks Once

Calculate Forces Convert buffers to 
SOA 

Integrate all the 
atoms

Fetch GPU Force 
Buffers



NAMD 3.0 has Better GPU Utilization

Forces

Integration

Forces

Integration

Forces

Integration

Forces

Integration

NAMD 2.14 

Gaps between GPU Tasks

NAMD 3.0

No CPU Bottlenecks
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NAMD 3.0: Performance on Different Systems



NAMD 3.0: Multi-Copy Performance - Aggregate 
Throughput With DGX-2
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NAMD 3.0: Single trajectory - Multiple GPU Performance

# GPUs
1 2 3 4 5 6 7 8
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Challenge: Feature-Complete GPU-resident 
scheme

• Supports a subset of NAMD features 
so far


• Incorporate external biasing libraries 
(Mainly Colvars)


• Introduce support to different GPU 
Vendors

Intel GPUs AMD GPUs
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