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• Create a multi-ensemble, open source Monte Carlo (MC) molecular simulation engine comparable 
to existing open source GPU-accelerated molecular dynamics (MD) engines [1,2,3]. 

Goals/Motivation/Vision 

[1] Phillips, C.L., et al., J. Comput. Phys., 230(19):p7191-7201 (2011)              
[2] Anderson, J.A., et al., J. Comput. Phys., 227(10):5342-5359 (2008). 
[3] Brown, W.M., et al., Comp. Phys. Comm., 182(4):p898-911 (2011) 
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Features 

 

 

 

[4] Panagiotopoulos, A.Z., Mol. Phy., 1987, 61(4), 813. 

ENSEMBLES CODES 

[4] 
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• Parallel Monte Carlo Simulation for the 

Canonical Ensemble on the GPU (Intl’l J. 

Parallel, Emerg., & Dist. Sys.) 

Conference Papers: 
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Gibbs Ensemble Monte Carlo (GEMC) 

Molecule Displacement 
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Gibbs Ensemble Monte Carlo (GEMC) 

Molecule Transfer 
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Gibbs Ensemble Monte Carlo (GEMC) 

Volume Transfer 
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Optimizations 

ei = -1.2156…e-3 

[6] Kim, J., et al., J. Chem. Theory & Comp., 7(10): 
p3208-3222 (2011) 
[7] Kim, J., et al., J. Chem. Theory & Comp., 8(5): 
p1684-1693 (2012) 
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GPU Monte Carlo Simulations  Validation: n-Fluoroalkanes, n-Alkanes 
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GPU Monte Carlo Simulations  Angle Picking: A Cautionary Tale 
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GPU: Computing Resource Hierarchy 

 

 

 

 

 

CUDA __syncthreads() 
(small performance penalty) 



• Put the pdf image 
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GPU Code Flow 



Basic Memory Approach 

Particle Coordinates:  Block statistics:  

Adjustable move constants:  

Energetics:  

Trial variables:  

Volume

Temperature:  
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GPU Computing Basics: Kernels and Memory Access Basic Logic Porting Approach 

Code v0.1:  

Code v0.9:  

Volume Swap

Displacement

Rotation

Insertion

Calc. Total

Calc. Contrib.

Grid. Init

Block Avg.
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• Memory coalescing to fetch particle positions. 

• Loop unrolling. 

• Thread load balancing. 

• GPU hardware functions.  

• Texture lookup table. 

GPU: Computing Resource Hierarchy 
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CUDA Device Model [4] 
Distributing O(N2) Operations on Unique Index Pairs 

Traditional indexing in serial code: Need to calculate index 

Naïve thought:  
Use for loop to get 
thread to correct index 
Problem:  
Thread divergence 

Naïve thought #2:  
Just count all pairs, then 
divide by two 

Problem:  
Thread waste – one in two 
threads does a redundant 
calc. 

Solution: 

Often, not N2 threads available, 
plus application is operation 
limited not bandwidth limited: 
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GCMC Results 
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GEMC Results 
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• Current development path focuses on 
simulating molecules of arbitrary geometry 
with established methods. 

• Structure the code to enable easy data 
movement to and from the GPU. 

• Refactor the code to have structures of arrays, 
as there are many arrays involved with 
Molecules. 

• Float vs Double. 
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Current Work 
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Hardware Improvements: 
 

• More resource: 

      13 SMX, 192 cores per SMX, 

      2048 threads per SMX 

 

• Two new features:  

      Dynamic Parallelism, 

      WarpShuffle 
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Meet Kepler 



Pre-Kepler -- Kernel Issues: 
• So much expense on transporting data 

• So many synchronizations 

• High latency caused by the shared memory 

 

Kepler -- Potential Gains: 
• Using Dynamic Parallelism to move the original CPU workload to 

GPU 

• Using WarpShuffle to exchange the data between two threads 
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Why Use Kepler? 



Dynamic Parallelism 
• A parent kernel 

• Three move kernels are set to 
child kernels 

• All data kept on chip 

 

Challenge 
• How to reduce the idle time 

from synchronization 

• Ensuring all data is 
synchronized 

• Tuning block size accordingly 
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GEMC – Dynamic Parallelism 



WarpShuffle 
• Between threads within a 

warp. 

• Making use of registers  

Challenge 

• Only 4 bytes of data can be 
moved per thread 

• The parallelism sometimes is 
not good 

 

Comparison 
• Code with shared memory 

 

 

• Code with WarpShuffle 
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Warp Shuffle – Register Optimization  
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• The histogram illustrates the 
running time for each function 

• The table shows the running 
time for all three functions 

 

System size 32K particles 

Original code 
on GTX 480 

481.47s 

Original code 
on K20c 

343.536s 

Dynamic 
Parallelism 

285.746s 

WarpShuffle 280.312s 

DP+WS 270.506s 
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Kepler – Preliminary Results 



Gibbs Ensemble Algorithm Concluding Remarks 

• Coding a robust, open source code is a 
lot of work, but vital for community 
research progress 
 

• GPU is an ideal accelerator for MC 
simulations, particularly compex ones 
 

• Optimization tactics (lookup tables, 
streams, dynamic parallelism, multiple 
simultaneous simulations) are 
necessary to beat optimized serial 
neighbor list code 
 

• Kepler provides the ability to cut 
memory transfers 
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Questions? 

Base Photograph:  

An Invitation for Questions 


