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Reaction-Diffusion Systems Overview

 Model diffusion and/or chemical reactions
occurring within a concentration of one or more
chemical species over a given time period

— Useful for describing heat diffusion, climate science,
efc...
* Focus placed on solving for the diffusion of a
chemically inert compound

* Success allows results to be obtained quicker
and/or larger simulated spaces, additional time
steps, and/or higher resolutions to be achieved




Diffusion Algorithm
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Symmetric, Nearest Neighbor 19-Point Stencil Serial Pseudocode
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Stencil computation results in a memory bound algorithm (0.29 flops/byte)
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Explored Optimization Techniques

Spatial Blocking Techniques

MOTIVATION: To reduce memory bandwidth

requirements associated with loading of the halo N }k

region (the layer of data points immediately Y oz * \1*

surrounding a data point that computes) L, RS \
3-Dimensional 2.5-Dimensional

Halo Region Loading Techniques - - | e

MOTIVATION: To determine the ideal balance
between memory accesses, divergence, and
computing threads ]
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(a) Multi-Load (2-Load Max) (d) Quadrant-Load
(a) Multi-Load (3-Load Max) (e) Single-Load
(b) Multi-Load (4-Load Max)



Significant Outcomes

2.5-dimensional blocking with the
“Quadrant-Load” halo region loading
technique proved most advantageous

Up to 8.69x speedup (3995.05 Mpoints/s)
in reference to a multithreaded CPU
implementation for simulations conducted
on GeForce GTX 260, Tesla C1060, and
GeForce GTX 560 Ti GPUs

— 10,000 time steps

— 2563 simulated spaced

— Single-precision floating point numbers

Full discussion available in:

— Holmen, J.K. and Foster, D.L. 2013.
Accelerating Single Iteration Performance of
CUDA-Based 3D Reaction-Diffusion
Simulations, In International Journal of
Parallel Programming, 10.1007/s10766-013-
0251-z

(a) (b)

7 -
e It W W D W
I #xx,x K,K,lﬁ’#’ B
ﬁ:-‘f,ﬁ,ﬁ)ﬁ,ﬂﬁ,ﬂﬁ,ﬂﬁ’#’ 2 s
E z,z,t,z,z,z/:,t’ : o
E xxx,x,x,x,z,x, £ I
“LELELALELEL AL AL & ® A
W P P D W DA L o FF L
) i {
KK K K kK K K K
0 -
threadldx.x threadldx.x
) (d) A A A A AAA
7 - T T
' L b b b b
# LA L "
il T T T T
I I I I I I
o r 1 W
] 7 71-71.71.7L.71.7
=i = T e T T
3 = 4 I O e D O
g i il e
P £y T 1
A b br B
[ i rd B B N N

EE R T
1] a 7

thread -[dx.x I threadldx.x

“Quadrant-Load” Halo-Region Loading Technique



