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These workshops started as one person’s dream
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Klaus Schulten 1947-2016 — — R
"We really feel that you cannot teach just | N OY- o_lfb ta

by lecturing; you have to teach through

hands-on examples.”
This is workshop #45

I've taught at workshops 4, 5, 8,
9,10,12, 14,15, 20, 21, 34, 35




Biophysics Research at Georgia Tech

Physics of Living Systems @ GT
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How small are the things we simulate?

VERY, VERY SMALL!

can be counted in atoms!

Animal
cell
Human Chicken
€gg
Plant Frog
cell €gg Ostrich Adult
Bacteria €gg female
Relatives sizes on a logarithmic scale
| 1 1 1 1 1 |
0.1 nm 1nm 10 nm 100 n 1um 10 um 100 pm 1 mm 10 mm 100 mm im

I
] Naked eye

1
Light microscope

can not even be seen with

Electron nllicroscope  — visible llght’




MD simulations as a computational microscope

g | | 010101000011M&111101
the traditional light microscope '
can barely see bacteria 0101010101 '/\“ 11011
1101010 4SRQ30\11101
u A N | J. C. Phillips, R. Braun,

W.Wang, J. Gumbart et
al. J. Comp. Chem.,
26:1781-1802, 2005.

the computational microscope can
“see” everything with infinite resolution
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http://www.ks.uiuc.edu/Publications/Papers/abstract.cgi?tbcode=PHIL2005

“Everything that living things do can be reduced to
wiggling and jiggling of atoms.”

50 years later...

But we are far
from done!

Richard Feynman (1963)

The Nobel Prize in
Chemistry 2013

Photo: A. Mahmoud Photo: A. Mahmoud Photo: A. Mahmoud
Martin Karplus Michael Levitt Arieh Warshel
Prize share: 1/3 Prize share: 1/3 Prize share: 1/3

The Nobel Prize in Chemistry 2013 was awarded jointly to Martin
Karplus, Michael Levitt and Arieh Warshel "for the development of
multiscale models for complex chemical systems".



photosynthetic chromatophore
(100 million atoms, 2016)

Sener, Strumpfer, Singharoy, Hunter, Schulten. Overall energy conversion
efficiency of a photosynthetic vesicle. eLife, 5:609541, 2016.

State of the art

AN

HIV virus capsid (64 million
atoms, 2013)

Zhao, Perilla, Yufenyuy, Meng, Chen, Ning, Ahn, Gronenborn, Schulten,
Aiken, Zhang. Mature HIV-1 capsid structure by cryo-electron microscopy
and all-atom molecular dynamics. Nature, 497:643-646, 2013.

individual protein (500 atoms,
1977)

McCammon, Gelin, Karplus. Dynamics of folded proteins. Nature,
267:585-590, 1977.

-l



Why do we use MD?

“It is nice to know that the computer understands the
problem. But | would like to understand it, too.”

Eugene Wigner

We don’t simulate just to watch! But also
to measure, analyze, and understand



Why do we use MD?

« Generating a thermodynamic ensemble (sampling /
statistics)

« Taking into account fluctuations/dynamics in
interpretation of experimental observables

« Describing molecular processes + free energy
« Help with molecular modeling




The Molecular Dynamics Simulation Process

Protein
pdb file J sl e
Q.é Build 2 Simulate ==
VMD ~ NAMD - =
VMD oy

For textbooks see:

M.P. Allen and D.J. Tildesley. Computer Simulation of Liquids.Oxford University Press, New York,

1987.
D. Frenkel and B. Smit. Understanding Molecular Simulations. From Algorithms to

Applications. Academic Press, San Diego, California, 1996.
A. R. Leach. Molecular Modelling. Principles and Applications.Addison Wesley Longman, Essex,

England, 1996.
More at http://www.biomath.nyu.edu/index/course/99/textbooks.html



http://www.biomath.nyu.edu/index/course/99/textbooks.html

Potential Energy (hyper)Surface

What is Force?

d
F=—-——U(x
- U)

Energy U(x)

()
Conformation (x)



Classical Molecular Dynamics at 300K

Energy function: U(7,7%,---7n) = U(R)
used to determine the force on each atom:

o s

= F; = —VU(R)

d>T;
dt?

T

yields a set of 3N coupled 2nd-order differential equations
that can be propagated forward (or backward) in time.

Initial coordinates obtained from crystal structure,
velocities taken at random from Boltzmann distribution.



Classical Molecular Dynamics
tryptophan

1 g9 U(r) R ) o Rons
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U(r) = — / : :
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. . van der Waals interaction
Coulomb interaction



Classical Molecular Dynamics

tryptophan
Vo
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Classical Molecular Dynamics
tryptophan




Classical Molecular Dynamics
tryptophan

Bond definitions, atom types, atom names, parameters, ....



What is a Force Field?
tryptophan

In molecular dynamics a
molecule is described as a
series of charged points
(atoms) linked by springs
(bonds).

V4

To describe the time evolution of bond lengths, bond angles and
torsions, also the non-bonding van der Waals and elecrostatic
interactions between atoms, one uses a force field.

The force field is a collection of equations and associated
constants designed to reproduce molecular geometry and
selected properties of tested structures.



Potential Energy Function of Biopolymers

. Simple, fixed algebraic form for every type of interaction.

- Variable parameters depend on types of atoms involved.

" /\ heuristic

U(ﬁ) pIona (o, Y AT_?nglc(ei — 9()):2 +

Adzhc[l S COS( lgbl =i 51)] o

d'r'al S

Parameters: -
“force fields” like (02--) (07:- § i

> e () -[(2) [+
Amber, Charmm <~ == ij | 7 j2i €T
(note version TN

number!) We currently use CHARMM?36

from physics




Potential Energy Function of Biopolymers

Bonds: Every pair of covalently bonded atoms is listed.

Angles: Two bonds that share a common atom form an angle.
Every such set of three atoms in the molecule is listed.

Dihedrals: Two angles that share a common bond form a dihedral.
Every such set of four atoms in the molecule is listed.

Impropers: Any planar group of four atoms forms an |mproper
Specific sets of four atoms in the molecule are listed. g



Interactions between bonded atoms

V=K, (0-6)

angle ~—

l

Vdinearat = K4 (1+cos(n¢ —0))



Bond potential

Chemical type Kiond b,
C-C 100 kcal/mole/A * 1.5A
C=C 200 kcal/mole/A * 1.3 A
C=C 400 kcal/mole/A * 1.2 A

Bond Energy versus Bond length

400

300

%ond —
Ky(b—by)?

/ €@ Single Bond
4 Double Bond
2 \
00 Triple Bond
N
100 © /

0.5 1 1.5 2 2.5
Bond length, A

Potential Energy, kcal/mol

Bond-angle (3-body) and improper (4-body about a center) terms have similar quadratic
forms, but with softer spring constants. The force constants can be obtained from
vibrational analysis of the molecule (experimentally or theoretically).



Dihedral potential

Vdinedrat = K (1+cos(ng-09))

Dihedral energy versus dihedral angle

20

¥ \\ /\ // sine | §=0forall three

Potential Energy, kcal/mol

AN

180 240 300 360

0 60

Dihedral Angle, degrees

dihedral-angle (4-body) terms come from symmetry in the electronic structure.
Cross-term map (CMAP) terms in CHARMM force field are a refinement to this part of

the potential



van der Waals potential

Lennard-Jones Energy versus Distance

0.1 4 e=0.2,Rmin=2.5

Interaction Energy, kcal/mol

v\
Rmin,i,]

0.5
| 2.75 4.5 6.25 3
Distance, A
' 12 61  Short range; in CHARMM, cutoff at 12 A
(Runi) o R >

other FFs will cutoff at lower values (even

If .
\ T \ Ty 8 Al) but beware the easy “shortcut”




Coulomb potential

Electrostatic Energy versus Distance

100.0000 \

80.0000

60.0000 \
40.0000 \
20.0000 \

0

-20.0000

| & g1=1, g2=1 ql=-1,g2=1 |

Interaction energy, kcal/mol

-40.0000
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Distance, A

Note that the effect is long range.
From MacKerell



Equilibrium Properties of Proteins

Energies: kinetic and potential

1 3
—NI]U2> = §Nk°,3T

Kinetic energy (quadratic)

‘ fé > k2 (r — 1g)? Z k{90, — 00)* +
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Potential energy (not all quadratic)




Equilibrium Properties of Proteins

Energies: kinetic and potential

3
1x10 — T T T T T ' 1 3
- 2
y/x~17 , O —mjvi) = = NkgT
ol '_.__.__.—0),7)(—:—6.—60—' Kinetic energy (quadratic)
g
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Force field toolkit (FFTK)

UR) = > km(ri—ro)*+ Y k"0 — 6p)° +
angles

gonds

~
h v

Ubond Uangle

S K[+ cos (i + 87)) +
siihedrals |
Udii:;dral
0'.. 12 qq
Sy (2) - (2) ] s
i g T'ij T'ij i i ETJ
Uno:zrbond

FFTK aids in the development of parameters
in the MD potential function for novel
molecules, ligands
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Mayne, Saam, Schulten, Tajkhorshid, and
Gumbart. Rapid parameterization of small
molecules using the force field toolkit. (2013) J.
Comp. Chem. 34:2757-2770.

http://www.ks.uiuc.edu/Research/vmd/plugins/fftk/



http://www.ks.uiuc.edu/Research/vmd/plugins/fftk/

Potential Energy (hyper)Surface
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Classical Molecular Dynamics discretization in time for
computing
d*T; ~

— = Fy = —VU(R)

Use positions and accelerations at time t and the positions
from time t-Ot to calculate new positions at time t+0t.

r(t + 0t) =~ r(t) + v(t)ot + %a(zt)&t2

T

r(t — 0t) ~ 1(t) — v(t)ot + %a(t)éfz

“Verlet algorithm” . 4 —ﬁU(f_{’)/ m,

r(t + 0t) ~ 2r(t) — r(t — ot) + a(t)ot”




The most serious bottleneck

steps
( S 1015
Protein folding (typical)
Rotation of buried
sidechains \ ms 1012 o
Allosteric transitions

Protein folding { K LS 10°
(fastest)

Hinge bending . ns 106 SPEED

) LIMIT
Rotation of surface
sidechains { ps 1 03
ot =1-2 fs*
bond stretching {
Molecular dynamics —, | fs 100 N /
timestep

*experimental 4-fs time steps with “hydrogen mass
repartitioning” exists, but not in NAMD yet



Molecular Dynamics to Sample Energy Landscape

Initial coordinates have bad contacts, causing high energies and forces (due to averaging
in observation, crystal packing, or due to difference between theoretical and actual forces)

Minimization finds a nearby local minimum.
Heating and cooling or equilibration at fixed temperature permits biopolymer to

scape local minima with low energy barriers.

Initial dynamics samples thermally accessible states.

Conformation



Molecular Dynamics to Sample Energy Landscape

Longer dynamics access other intermediate states;
one may apply external forces to access other
available states in a more timely manner.

R ATATA

Conformation

vO



Patience is reauired to observe molecular events

-100

i

] 1 A | A Jd ] | i
0 200 400 600 800 1000

-150

dihedral angle ¢ (degree)

-200

time (ps) behavior is stochastic



Patience is required to observe molecular events

RESEARCH ARTICLE

Atomic-Level Characterization of the And there will always be a scale of
StrUCtural Dynam|CS Of PI’OtEInS dynamics you don’t observe!

David E. Shaw'?", Paul Maragakis", Kresten Lindorff-Larsen’!, Stefano Piana!, Ron O.
Dror!, Michael P. Eastwood’, Joseph A. Bank', John M. Jumper’, John K. Salmon’, Yibing
Shan', Willy Wriggers!

A

w
|

Backbone RMSD from native (A)

| |
0 0.2 0.4 0.6 0.8
Simulated time (ms)

DE Shaw et al. (2010) Science 330:341-346.



Molecular Dynamics Ensembles
thinking in terms of statistical mechanics

Constant energy, constant number of particles (NE; only if no
periodic boundary conditions)

Constant energy, constant volume (NVE)
Constant temperature, constant volume (NVT)

Constant temperature, constant pressure (NPT)

Choose the ensemble that best fits your system and start the
simulations - for most biomolecular systems, we choose NPT



Temperature and Pressure control methods

-to simulate NVT (canonical) ensemble, need to duplicate the effect of a large

thermal bath around the system
y damping term random term

Dynamics governed by the f
Langevin equation; Mo = F(:E) yMv — \/Z’ykaMR(t)

gives the correct ensemble — —

(R(t)- R(t')) = 6kpTyo(t — t)

-Damping (1/ps) should be enough to maintain temperature without significantly
perturbing dynamics (5 is too much, 1 is probably okay)

*For non-equilibrium simulations the Lowe-Andersen thermostat, which
conserves momentum and does not suppress flows, may be preferred

NPT (isobaric-isothermal) ensemble adds additional variables to control
temperature, pressure which are ultimately integrated out to generate the correct
distribution

1 In the simulation, pressure is calculated
_ | A R !
P = pkpl' dV <Z f(rij) - rij) from the virial expansion
1<J




Boundary Conditions?

What happens if you put water under vacuum!?
Problems: Density, pressure, boundary effects, ...
One solution: reflective boundaries, not quite good.



Spherical boundary conditions




Periodic Boundary Conditions




Maxwell Distribution of Atomic Velocities
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Analysis of K, T (free dynamics)

180[[][

160

140

120

100

0.12

0.08

0.04

0.00
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—— Temperature [K]
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100 110

Temperature [K]

Definition of temperature

1 3
(Z §mjvjz-> =3 N kgT
j
2 1
T p— — . ‘2.
3N kp <; 3"

The atomic velocities of a protein
establish a thermometer.



0.12

Normal Distribution of Temperatures
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Equilibrium Properties of Proteins

[ ——  RMSD ubiquitin backbone atoms (NVE cr.scn‘.blc)]

| L LA LA LA

2.5

Root Mean Squared Deviation: measure |

for equilibration and protein flexibility o papr il ki

1.5 wf‘“w'
v RMSD constant

L f-N

| —sprotein equilibrated* -

] |
w2(RM-ROY T

' 1 A
00 100 200 300 400 500 600 700 800 900 1000
Time (ps)

RMSD (A

*you never really know for sure

Ubiquitin

Protein sequence
exhibits characteristic /

. < permanent flexibility! M[j\s{T\ulation
NMR structures The color represents mobility of the protein

aligned together to see flexibility through simulation (red = more flexible)



MD Results

a1, f"f* Mf"\""‘""*“’ﬁufr
2 15| MM%WWMWWWMM s
a
g 10 —— Protein
T 55 —— Selectivity filter
0.0 ‘ ' ' |
0 500 1000 1500 2000
time (ps)

RMS deviations for the KcsA protein and its selectivity filer indicate that the protein is stable
during the simulation with the selectivity filter the most stable part of the system.

4 [ |

3 |
- f 1 |
-09 2 lll III'. II|II || I.,-':
- 17 A — Al A "’" “’-."""'I'I J

AN W N S VAN i~ 7 AN . P2y AN o
0
20 40 60 80 100 120

Residue number
Temperature factors for individual residues in the four monomers of the KcsA channel protein
indicate that the most flexible parts of the protein are the N and C terminal ends, residues
52-60 and residues 84-90. Residues 74-80 in the selectivity filter have low temperature factors

and are very stable during the simulation.



