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Reaction paths based on mean first-passage times
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Finding representative reaction pathways is important for understanding the mechanism of
molecular processes. We propose a new approach for constructing reaction paths based on mean
first-passage times. This approach incorporates information about all possible reaction events as
well as the effect of temperature. As an application of this method, we study representative pathways
of excitation migration in a photosynthetic light-harvesting complex, photosystem I. The paths thus
computed provide a complete, yet distilled, representation of the kinetic flow of excitation toward
the reaction center, thereby succinctly characterizing the function of the systei200®American

Institute of Physics.[DOI: 10.1063/1.1570396

I. INTRODUCTION ture (compared to the barriergeaction events will occur
most likely along the direct path, while the steepest-descent
path will be the roundabout path regardless of temperature.

h- There have been efforts to find a better formulation of

In many chemical and biological reactions, initiatac-
tan) and final(producj states are known but reaction pat

ways connecting the two are not. Examples range in comz, i, path, like the maximum-flux pafhand the most
plexity from single-particle Brownian motion to

. . _probable patfi. These methods succeeded to a certain extent
conformational changes of proteins, such as protelrs)

. - : . n elucidating reaction mechanisms. but they do not full
folding.>? Finding reaction pathways is one of the most fun- g y y

q tal chall in chemist d molecular biofdy satisfy the criterion of representativity. The method of most
damental challenges in chemistry and molecular bio y. robable path comes closest to satisfying the criterion. In the
is important for unraveling reaction mechanisms and for th

lculat f i s ethod, an ensemble of reaction events of a fixed time inter-

ca C_Ilfr? 'on o rea;wﬂ:on ra .t ¢ " th is found i val is considered. A probability is then assigned to each

1he origin of the concept of reaction path 1S 1ound 1N oot ang the path followed by the most probable event is
studies of simple chemical reactions, where a reaction is

i ition f tential . tank t fhken as the reaction pathBut, it is not clear how to choose
ransition from one potential energy minimureac gn): O the time interval beforehand and whether an ensemble of
another(produc}. Such a reaction is usually considered to

. e _reaction events of a single time interval suffices to represent
traverse across a saddle point that minimizes the potentlif

barrier bet the t - dth i X e reaction.
energy N arile(; be \1veert1_ ethwo m(;r(;llma, e}nt ?jrt?\ac |?rlmlpa This paper presents a new formulation of reaction path.
IS constructed by locating the saddie point and then Tollowy, ;e previous approaches attempted to quarpiyhs we
ing the steepest descent of the potential surface from th

ddl int. H hers beain to stud fise the concept of reaction coordinate which quantifies
saddie point. MOWEVET, as researchers begin 1o study MolGaes Reaction coordinate is a function of states that de-
complex reactions, the validity and practicality of the

t t-d t path is bei led int aii scribes where in the progress of a reaction a state is located.
steepest-descent paih 1S being cafled into question. ... A natural measure of the progress of reaction is provided by
In most cases of interest, reactions take place at flnlt?n e mean first-passage tif®IFPT) 7(x) from statex to the

temptefraltlure andqﬁther(tafor?h arz tStl? Chas(tj'.?f' Evctary rea(f[t'oé\ven product; the shorter the MFPAX) is, the closer the
event loflows a difterent path and takes a different amount Ok;0 is 10 the product. The MFPT depends on the energy

time. Among all possible paths from the reactant to the prOdIandscape the temperature, as well as the boundary condi-
uct, we seek the path that is representative of all reactio ' '

¢ d thereby ch teri th Gilarthi q ﬂons, and most important, it is an average over all reaction
events and thereby characterizes the reactiarthis regard, o anil112 opnce the MFPTH(x) is determined for all states,

Fhe stgepest-descent path has the |mpor_tant drawb_ack of Nlaction paths can be constructed by following the direction
including the effect of temperature. Since reactions ar

driven by thermal fluctuations, temperature dependence o long whichr decreases most rapidly.
reaction paths should be taken into account. For example,

suppose there is a direct path with high energy barriers and & REACTION PATHS BASED ON MEAN
roundabout path with low energy barriers. At high temperafIRST-PASSAGE TIMES

The following describes the calculation of MFPTs and
dElectronic mail: kshulte@ks.uiuc.edu the construction of reaction paths for two different settings:
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J(y,x;t)=—De YUV [efUVP(y,x;1)]. 3

The Smoluchowski equation must be accompanied by
initial and boundary conditions. The initial condition is
P(y,x;0)=48(y—x). Since we are only interested in first
passages to the product regiBnit is convenient to consider
the diffusion process on the regighP, the complement of
P. Therefore, there are two boundaries to take into account:
the boundary ofS and that ofP [Fig. 1(a)].1° Let us denote
these boundaries b§S and dP, respectively. Since only first
passages to the product regiPmeed to be considered, it is
assumed that the diffusing particle is absorbed/Bn

P(y,x;t)=0, for yedP. (4)
(b) e A) N\ For dS, we assume the reflecting boundary condition for sim-
. . plicity’s sakel’
J(y,x;H)|[¢S  for yedS, (5)

meaning that the curregtis tangential to the boundais.

From the Smoluchowski equati¢kq. (1)] we derive the
backward Smoluchowski equation which is used for calcu-
lating the MFPT. Since diffusion is a Markov process, the
probability densityP(y,x;t) can be written as

. . P(y,x;t)= L\P dzP(y,z;s)P(z,x;t—s) (6)

FIG. 1. Schematic illustration of reaction patissis the set of all accessible for an arbitrary intermediate time(0<s<t). Taking the

states;R the reactant, an@® the product(a) A continuous system. Dashed derivative with respect to leads to

lines are contours of the reaction coordinétee MFPT to the producP)

and the solid lines connectirfg and’P are reaction paths. See Sec. |I(h) . . .

A discrete system. Dots are accessible states and the arrows denote reaction Py, xt)= &pdz P(y,z;8)3P(z,x;t—s)
paths. See Sec. Il B.

= J dz P(y,z;s)DV,
diffusion on a potential surface and discrete kinetics. Figure S\P
1 shows a schematic illustration of reaction path in these two —BU(2) BU(2) .

{e Vje P(z,x;t—s)]}. 7
settings. The equation for the MFREQ. (15)], whose deri- { 1 ( M Y
vation we outline in the following, was first derived in After carrying out the integration by parts twice, one obtains
Refs. 13 and 14 and a more detailed account can be found in

Ref. 11. &tP(y,x;t)sz dzefVDP(z,x;t—s)V,
SP

A. Diffusion on a potential surface fe FY@Y P(y,zs)] )
Z 149

We first consider a reaction described as diffusion on a\‘/vith the adioint boundary conditions
potential surfac&J(x) defined on a continuous spaSeThe ) y

reactant and the product are specified by disjoint regi@s, P(y,x;t)=0 for xedP, 9)
and P, respectively, inS. Let P(y,x;t) andJ(y,x;t) be, re-
spectively, the probability density and the probability current ~ V,P(y,x;t)|dS for xe dS. (10

aty of the diffusing particle, starting at, after time interval

t. The probability density obeys the Smoluchowski The limit s—t leads to the backward Smoluchowski equa-

equatiort® tion,

Py, x;t) = DV,-{e PUNV[efUWP(y,x: 1) ]}, (1) aP(y,x;t)=DePVNV, [e AYOY P(y,x;t)], (11
where D is the diffusion coefficient angB is the inverse Wwhere we have used linP(z,x;t—s)= 8(z—x).
temperature. The differential operaf@yacts on functions of The probability that the diffusing particle reaches the
y. From comparing the continuity equation product regionP between timet andt+dt is equal to the

o ) surface integrat-dtf ;» ds,-J(y,x;t) with respect toy over

dP(y ;1) = =Vy-J(y.xit) @) the boundary ofP. The minus sign is due to the surface
and the Smoluchowski equatigig. (1)], an expression for normal s, being defined to be pointing outward from the
the probability current follows: regionP. Thus, the MFPTr(x) is given as
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)=~ J:dt t Lpds,-aw.x;t) Py (0= 3, RiPia()= S, RgPi(h =Py (1), (19

* or in a matrix form,
+ [ dtt] dssJd(y,xt), (12

0 s
where the second term can be added because the surface atpli(t):EK KikPui(t). (20
integral vanishes on the reflecting boundas§/[Eg. (5)]. By N ] . .
Gauss’s theorem, the surface integrals are transformed to '€ transition matrix<;, is built as

volume integral: Kix=Rj for j#k (21
X) = ocdt tf dyV,-Jd(y, x;t). 13
7(X) fO Sop YVy (y ) (13 ij:_g. le_)\j' (22
J

We replaceVy-J(y,x;t) with —4;P(y,x;t) by using the o ) o .
continuity equatiodEq. (2)], integrate by partéwith respect 1he master equation is accompanied by the initial condition,

to t), and obtain P;i(0)=9j . If th_gre_is no probability lossN;j=0 for all j),
the total probability is conserved, namely>; P;;(t)=0.
(" Following a similar procedure as used for the diffusion
)= fo dtL\de Py:x.0 (14 process in the preceding section, we derive an equation for

the MFPT 7, from statei to P. Since we are only interested
in first passages t@, it is convenient to consider the sub-
system consisting of the states fP. This subsystem is

described by the master equation

under the assumption thdts, dy P(y,x;t) decays more
quickly than 1. Finally, using the backward Smoluchowski
equation[Eq. (11)] we find>14

DAV . [e UMY 7(x)]=—1. (19

Therefore, the MFPT(x) can be determined by solving this a‘Pﬁ“(t):Ey KgyPyall) (23
inhomogeneous partial differential equation on the region
S\P. The boundary conditions for are extracted from the With the initial conditionP;,(0)= 6, . We use Greek sub-
adjoint boundary conditiongEgs. (9) and(10)] by using Eq. ~ Scripts to indicate that the states7hare excluded. That is,
(14): Greek subscripts are assigned only to the statés#h The
transition matrixK 4, is extracted from the original transition
7(x)=0 for xedP, (16 matrix Kk by eliminating the rows and columns belonging
Vr(x)|0S for xeds. 17) to the states irP. Even when the total probability is con-
served in the original system, the total probability in the

Reaction paths are then constructed following the diI’ECsubsystem is not conserved. The passag@ txcounts for
tion of —V7, along which7 decreases most rapidly. Thus, a this probability decrease.

reaction pathx(l), parametrized through the arclendttsat- Using the Markov property,
isfies
dx v Psa(t)=2 Pg(S)P 4 (t—s) for 0<s<t,  (24)
g (18 7
dl |V 7]
one obtains

Since any point in the reaction regiod can be a starting

point of a reaction path, in general multiple reaction paths

are obtained unless the reactant region is narrowed down to a 9P pa(t)= 2 Ppy(8)3iPy(t=s)
single point. The resulting reaction paths are independent of 7

the diffusion coefficienD because the latter affects only the B
overall scale ofr. _2;4 Pﬁy(s)%‘, KysP salt=S). (25

Taking the limits—t leads to the backward master equation

B. Discrete kinetics
_ _ _ P pa() =2 Ppay(DK . (26)
Let us now consider a different setting, namely a reac- Y

tion described by transitions between discrete statesS bet
the set of all accessible states. The reacfarand the prod-
uctP are given as disjoint subsets 8fWe denote byR;; the
transition rate from stateto j, and for later use in Sec. IV
assume a probability loss rakg for each statg. A discrete fﬁ:th Kig- (27)
master equation can be written for the probabiRty(t) that

the system, initially in statg is in statej after time interval The MFPTr, from statea to the product seP is then given
t: as

Let {; be the transition rate from staje to any state
in P
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o (a)
To= J dt 2 £5Ppat) / ¢, (28)
0 B 2
b= fo dt% 5P pall). (29 0
Here ¢, is the total probability that the passage owill
-2

eventually occur. Because of the loss ratein each state,
¢, is in general less than one and the denominator in Eq.
(28) is necessary for normalization. Finally, by using the (I:)

backward master equatiofEq. (26)] and integrating by T e AR o
parts, we find SRR
2 AN SRS

EUgTL

=— s

% ¢aKa'y_ g'yl (30) Xzo E:E;i
e

S Naaa=SRRRRRRY

2 b=, U )

a Ad A WSS aRaseA -
0 2 4

under the assumption that; {;Pg,(t) decays more rapidly
than 1f. The solution to this coupled equation is given in

terms of the inverse matriK;,/l of the matrixKay: FIG. 2. Reaction paths of the diffusion on the three-hole poten@&alA

contour plot of the potential, with two channels connecting the rea®ant
and the product. (b) The directions of—Vr at selected grid points are
b,=— E §7K ; ;’ (32 plotteq as arrows, 'for two different temperatures. Contours of the reaction
Y coordinater (thick lines and the potentiafthin lines are shown(c) Tem-
perature dependence of the reaction paths. Shown are eight reaction paths
1 for eight different temperatures from bottom to tgps1, 2, 3, 4, 5, 6, 7, 8.
Ty=— Z b,K v b, - (33 The reactant is the poirit-1, 0), and the product is the region indicated by
Y the closed circle.

These are the equations that we use in Sec. IV.

In the case of no loss\(=0 for all j), &, is equal to

) . . uence of transitions leading to the product. Suppose a reac-
— 24 Kg, and the solution can be stated in a simpler form:q g P PP

tion path goes through a staterhe next statg¢is chosen out

b,=1, (34)  of all the states to which a transition from statean occur.
According to the analogy with the continuous diffusion, the
ro=—> KoL (35) choice should be made such that the decrease in the MFPT
“ y ® per distance is maximized. However, in the case of discrete

kinetics, no notion of distance is givem priori. Neverthe-
less, an analogue of distance is provided by the transition
time 1R;; from statei to j, and one can choose the next state

In fact, when there is no loss, there is only one ditikough
the productP) in the system. The MFPT then may be derived

H 8
simply by’ j that maximizes;i(7;— 7;). For the transition step fromto
o j, the transition time R;; may be interpreted as a cost, and
Ta:_fo dt mt% P ga(t) the MFPT decrease;—7; as a gain. The scheme then

amounts to maximizing for each step the ratio between these
o two times, namely the gain—cost ratio.
— Kt ’
= JO 4t (€)5,Pya(0)
Ill. DIFFUSION ON THE THREE-HOLE POTENTIAL

=-> Kga- (36) We first apply the present method to the simplest non-
P trivial case, diffusion on a two-dimensional potential surface.
In order to determine reaction paths based on the MFPTFor this purpose we choose the three-hole potential

7i (7;=0 fori e P), we draw an analogy to the diffusion on
a continuous space considered earlier, where reaction paths U(x1,xp)=3e"
follow the dir_ection of the steepest descent of the MFPT, e (124 _ga- (D2 37
—V7. Let us interpret these reaction paths as sequences of '
jumps of infinitesimal distance. Suppose a reaction path which was also studied by others regarding the temperature
goes through a point. The next pointx’ the reaction path dependence of reaction path$As can be seen from the
visits is chosen out of the points lying at the distancesof contour plot in Fig. 2a), the potential features two deep
from x. The choice is made in such a way that the decrease iholes at(—1,0) and (1,00 and one shallow hole a0,5/3).
the MFPT per distance] 7(x)— 7(x')]/e, is maximized, The two deep holes are considered as the reactant and the
which is the same as following-Vr. For the reaction de- product. Roughly, there are two channels connecting the re-
scribed by discrete kinetics, a reaction path must be a sexctant and the product: the upper indirect channel via the

X3~ (xp— 132 _ 3e—x§—<x2—5/3)2
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shallow hole and the lower direct channel. The upper channel
is longer than the lower one but has lower energy barriers. It
is therefore expected that the upper channel will be taken at g ﬁ
low temperature and the lower channel at high temperature.

The MFPT 7(x4,X5) is calculated by solving Eq.15) g/g @ {%s @

Top view Qa

numerically. We take the region-4<x;<4,—3<x,<4)
as the whole spac8, and assume that its boundary is reflect-
ing [Eq. (17)]. For the reactarikR we take the poinf—1,0),
and for the producP the small circular region of radius 0.1 ﬁ V-4 ﬁ, &
centered at1,0).X° The MFPT 7 vanishes on the boundary of M/ - - /g
P [Eq. (16)]. @&\ %
The numerical solution of Eq15) with these boundary ’ =~ % ‘@@

conditions was obtained withiaTLAB .2° Figure 2b) shows /
the solution for two different temperature®=1 and 8. The & Q
difference between the two temperatures is dramatic. At the
high temperaturéB=1) the arrows pointing in the direction Side view
of —Vrflow more or less directly toward the product. At the . R
low temperature3=8), on the other hand, the flow is sig- ‘
nificantly distorted so that potential barriers are avoided,
with a singular point produced arourie-1.5, —0.5). Also, ,
the MFPT 7 drops rapidly when barriers are crossed, as in- RN
dicated by the contours of packed around saddle points. )
Figure Zc) shows the reaction paths found at these two angiG. 3. Arrangement of the 96 chlorophylis in photosystefiPS), seen
other intermediate temperatures. As temperature is loweregong the membrane normébp view and through the plane of the mem-
the reaction path changes gradually from the lower channélrane(side view. The special pair of chlorophyll700 in the reaction

. . center, at which charge separation is initiated, are marked. The figure made
to the upper channel, which agrees with the expected temy., vvp (Ref. 35,
perature dependence.

IV. EXCITATION MIGRATION IN PHOTOSYSTEM | center of the complex, where charge separation is initi&ted.
Figure 3 reveals that the chlorophylls of PSI are arranged

The task of determining representative pathways is als@iithout any apparent ordéexcept for a pseud@-, symme-
encountered in the study of the excitation migration in pho+ry) which is in contrast to the highly symmetric circular
tosynthetic complexes, which can be described by discretgrrangement of bacteriochlorophylls in the photosynthetic
kinetics. In this section we apply the present method to thgnjt of purple bacterid®> The apparently random arrange-
excitation migration in a photosynthetic complex, photosysment of chlorophylls in PSI poses the question which path-

tem | (PS). ways the excitation migration follows toward the reaction
Photosynthesis is carried out by pigment-protein com—center.
plexes embedded in cell membrarién such a complex, an The rates of interchlorophyll excitation transfer in PSI

aggregate of interacting pigments held in a fixed arrangehave been calculated based orrgter theon?®>2” Excitation
ment absorbs light and the resulting electronic excitation igollows stochastic trajectories along the excitation transfer
used for separating charge across the cell membrane. Thfxtwork set by these rates. However, the obscure pattern of
transmembrane potential induced by the charge separationtige excitation transfer network in P&if. Fig. 6 in Ref. 25
later used for the synthesis of ATP, the universal energy curnstills a need for a simpler and more distilled picture of
rency of a cell. However, in a typical light-harvesting com- excitation migration. Besides, the functional aspect of the
plex most pigments do not participate directly in chargecomplex, namely that the P700 special pair is the target of
separation, instead they serve merely as light absorbing amhe excitation migration, is not integrated in the network pic-
tenna and deliver their electronic excitation to a reaction centyre solely dictated by the transfer rates. In fact, the process
ter where charge separation takes place. of excitation migration can be considered a reaction: the re-
Among photosynthetic complexes, the photosynthetiactant is the state where a pigment molecule that initially
unit of purple bacteria has been most extensively stud@d  absorbed a photon is electronically excited, and the product
a review see Ref. 22Recently, a high-resolution structure of js the state where the excitation resides in the special pair.
PSI has been obtained from the cyanobacter@ymechococ- Thus, the present method of reaction paths can determine the
cus elongatu$® PSI along with photosystem Il and their pathways representative of all excitation migration events
various satellite complexes constitutes the main maChinerVeaching the reaction center, thereby providing a functional

of oxygenic photosynthesis in plants, green algae, angicture of the kinetic flow of excitation.
cyanobacteria® PSI (Fig. 3 contains an aggregate of 96

chlorophylls as its primary light-harvesting pigments. The
electronic excitation resulting from the absorption of a pho-
ton by a chlorophyll migrates to a special pair of chloro- Excitation migration in PSI is a stochastic process gov-
phylls (named P700 after their absorption peak innmthe  erned by the rates of interchlorophyll transfer, dissipation

A. Mean first-passage time and excitation
migration pathway
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(a) " ’i

7
5 FIG. 4. (Color) MFPT and pathways

of excitation migration in PSl@ The

96 chlorophylls, projected onto the
membrane plane, are denoted by
circles color-coded according to the
MFPT to the special paifeC-Al and
eC-B). The excitation migration
paths constructed based on the MFPT
are shown as arrowsb) The MFPTs

(b) n (c) are plotted in increasing order. The
4 12 1 eCAll 25 A7 148 Bia |72 AN color-code scheme is the same as in
MEPT (ps) 2 eCBI 26 B2 |50 B |74 B0 (@. (c) List of chlorophylls sorted in
0 i iﬁ & :35 bl b ;j: order of increasing MFPT. The no-
8} . s aemlm s el e menclature(eC-Al, etc) follows Ref.
6 eCB3| 30 BI7 |54 AZ | 7B Al9 23.
16 ¢ 7 B39 |31 AS |55 AZB |79 Bis
~ & M0 (32 87 (s B15 (80 A2
14 b | 9 AIE |31 12 |57 EM |81 B19
/—’_/-’ 10 A39 |34 B (58 A |82 B8
1l | 11 B38 (35 A3 (50 A5 |83 I3
’ 12 B37 (36 12 (&0 a3 (B4
10 4 13 ] 37 A (&1 BIY (85 AB
14 B2 (3 13 |62 ®13 (86 B
al | 15 B6 |39 A1 |63 A33 | &7 Ai2

16 B30 |40 B23 |64 Als |BE 817
17 BM |41 AlG |65 A4 | B AND
18 B35 |42 AT |68 A2Y |90 AlS
19 A6 |43 B4 |67 AR |91 B9

¥ 2] -, | 20 A7 |44 B3 |GB OB12 |92 K2
21 _I 21 A8 |45 B3 |69 A15 |93 A1l

22 B35 |46 A |70 PLY | G4 Al4
‘ 23 B |47 A5 |1 AIT |95 AG
24 B2 |48 B3 72 Ki 96 Ml

W 20 30 40 50 60 70 B0 90

(conversion of excitation to heatand the charge separation MFPT 7, (from chlorophylli to the special pajrand the

at the reaction center, and thus can be studied with mast@grresponding pathways then follow from the method de-
equationg®? The process can be described in terms of thescribed in Sec. Il B.

probability P;; (t) that an excitation, initiated by light absorp-

tion at chlorophylli, resides at chlorophylj after a time

intervalt. The interchlorophyll transfer rate®; from chlo-

rophyll i to chlorophyllj are calculated as explained in Ref. B. Results and discussion

26. For this calculation, we use the recently obtained site  The obtained MFPT and paths are shown in Fig. 4. The
energies for chlorophyif§ and the interchlorophyll elec- g6 chiorophylls are sorted in the order of increasing MFPT
tronic couplings determined by the full Coulomb computa-and are listed in Fig. @). The excitation migration paths
tion that includes all multipole contributions to the shown in Fig. 4a) exhibit a network without any apparent
coupling?® The dissipation rate is assumed to be the samerder, as expected from the disordered arrangement of the
(1/\j=1 n9 at all the chlorophylls. Since we consider only chlorophylls. There are various paths, including six direct
first passages to the special pdithe charge separation rate paths to the special paifrom chlorophylls eC-A2, eC-B2,

is not needed in the present model. Collecting these rates, w&24, A26, B5, and B24%and the most complicated path com-
build the 96<96 transition matrix;; for the entire system posed of nine step$A21—PL1—A22—A30—B37—B38
[Egs. (21) and (22)], and then extract the 9494 transition = —B39—eC-B3—eC-A2—eC-B1). We emphasize that exci-
matrix K 4, for the subsystentcorresponding to all the chlo- tation does not necessarily follow these paths; they should
rophylls except the P70y eliminating the rows and col- rather be understood as representative paths. Overall, the
umns corresponding to the two P700 chlorophylls. Thepathways are more or less evenly distributed over the entire
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complex, which is in accord with the robustness of the com-1v. S. Pande, A. Y. Grosberg, T. Tanaka, and D. S. Rokhsar, Curr. Opin.
plex against removal of individual chlorophylls as discussed Struct. Biol.8, 68 (1998.
in Ref. 26. 2p. Eastman, N. Grgbech-Jensen, and S. Doniach, J. Chem 1R#y3823

As can be seen from Fig(l), most of the chlorophylls (2009.

. 3R. Elber, inRecent Developments in Theoretical Studies of Proteids
(9th to 96th have MFPTs around or above 10 ps, with the ited by R. ElberWorld Scientific, Singapore, 1996

average over all being 12.5 ps. Chlorophylls A40 and B39 lie«; g gyaub, ircomputational Biochemistry and Biophysiesited by O.
between these peripheral chlorophylls and the six central M. Becker, A. D. MacKerell, Jr., B. Roux, and M. Watanatizekker,
chlorophylls(eC-Al, eC-B1, eC-A2, eC-B2, eC-A3, and eC- New York, 2002.
B3). This supports to a certain extent the suggestion thaf’P. Haggi, P. Talkner, and M. Borkovec, Rev. Mod. Phgg, 251(1990.
chlorophylls A40 and B39 play the role of a bridge connect- 5An alternative approach is to sample and analyze a multitude of reaction
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