Reaction paths based on mean first-passage times
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Finding representative reaction pathways is important for understanding the mechanism of molecular processes. We propose a new approach for constructing reaction paths based on mean first-passage times. This approach incorporates information about all possible reaction events as well as the effect of temperature. As an application of this method, we study representative pathways of excitation migration in a photosynthetic light-harvesting complex, photosystem I. The paths thus computed provide a complete, yet distilled, representation of the kinetic flow of excitation toward the reaction center, thereby succinctly characterizing the function of the system. © 2003 American Institute of Physics. [DOI: 10.1063/1.1570396]

I. INTRODUCTION

In many chemical and biological reactions, initial (reactant) and final (product) states are known but reaction pathways connecting the two are not. Examples range in complexity from single-particle Brownian motion to conformational changes of proteins, such as protein folding. Finding reaction pathways is one of the most fundamental challenges in chemistry and molecular biology. It is important for unraveling reaction mechanisms and for the calculation of reaction rates.

The origin of the concept of reaction path is found in studies of simple chemical reactions, where a reaction is a transition from one potential energy minimum (reactant) to another (product). Such a reaction is usually considered to traverse across a saddle point that minimizes the potential energy barrier between the two minima, and the reaction path is constructed by locating the saddle point and then following the steepest descent of the potential surface from the saddle point. However, as researchers begin to study more complex reactions, the validity and practicality of the steepest-descent path is being called into question.

In most cases of interest, reactions take place at finite temperature and therefore are stochastic. Every reaction event follows a different path and takes a different amount of time. Among all possible paths from the reactant to the product, we seek the path that is representative of all reaction events and thereby characterizes the reaction. In this regard, the steepest-descent path has the important drawback of not including the effect of temperature. Since reactions are driven by thermal fluctuations, temperature dependence of reaction paths should be taken into account. For example, suppose there is a direct path with high energy barriers and a roundabout path with low energy barriers. At high temperature (compared to the barriers) reaction events will occur most likely along the direct path, while the steepest-descent path will be the roundabout path regardless of temperature.

There have been efforts to find a better formulation of reaction path, like the maximum-flux path and the most probable path. These methods succeeded to a certain extent in elucidating reaction mechanisms, but they do not fully satisfy the criterion of representativity. The method of most probable path comes closest to satisfying the criterion. In the method, an ensemble of reaction events of a fixed time interval is considered. A probability is then assigned to each event, and the path followed by the most probable event is taken as the reaction path. But, it is not clear how to choose the time interval beforehand and whether an ensemble of reaction events of a single time interval suffices to represent the reaction.

This paper presents a new formulation of reaction path. While previous approaches attempted to quantify paths, we use the concept of reaction coordinate which quantifies states. Reaction coordinate is a function of states that describes where in the progress of a reaction a state is located. A natural measure of the progress of a reaction is provided by the mean first-passage time (MFPT) \( \tau(x) \) from state \( x \) to the given product; the shorter the MFPT \( \tau(x) \) is, the closer the state \( x \) is to the product. The MFPT depends on the energy landscape, the temperature, as well as the boundary conditions, and most important, it is an average over all reaction events. Once the MFPT \( \tau(x) \) is determined for all states, reaction paths can be constructed by following the direction along which \( \tau \) decreases most rapidly.

II. REACTION PATHS BASED ON MEAN FIRST-PASSAGE TIMES

The following describes the calculation of MFPTs and the construction of reaction paths for two different settings:

---
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The Smoluchowski equation must be accompanied by initial and boundary conditions. The initial condition is

$$P(y,x;0) = \delta(y - x).$$

Since we are only interested in first passages to the product region $\mathcal{P}$, it is convenient to consider the diffusion process on the region $\mathcal{S}\mathcal{P}$, the complement of $\mathcal{P}$. Therefore, there are two boundaries to take into account: the boundary of $\mathcal{S}$ and that of $\mathcal{P}$ [Fig. 1(a)]. Let us denote these boundaries by $\partial\mathcal{S}$ and $\partial\mathcal{P}$, respectively. Since only first passages to the product region $\mathcal{P}$ need to be considered, it is assumed that the diffusing particle is absorbed on $\partial\mathcal{P}$:

$$P(y,x;t) = 0, \quad \text{for } y \in \partial\mathcal{P}. \quad (4)$$

For $\partial\mathcal{S}$, we assume the reflecting boundary condition for simplicity’s sake:

$$J(y,x;t)\|\partial\mathcal{S} \quad \text{for } y \in \partial\mathcal{S}, \quad (5)$$

meaning that the current $J$ is tangential to the boundary $\partial\mathcal{S}$.

From the Smoluchowski equation [Eq. (1)] we derive the backward Smoluchowski equation which is used for calculating the MFPT. Since diffusion is a Markov process, the probability density $P(y,x;t)$ can be written as

$$P(y,x;t) = \int_{S\mathcal{P}} dz P(y,z;s)P(z,x;t-s) \quad (6)$$

for an arbitrary intermediate time $s(0 < s < t)$. Taking the derivative with respect to $t$ leads to

$$\partial_t P(y,x;t) = \int_{S\mathcal{P}} dz P(y,z;s)\partial_t P(z,x;t-s)$$

$$= \int_{S\mathcal{P}} dz P(y,z;s)D\nabla_z \left\{ e^{-BU(z)} \nabla_z [ e^{BU(z)} P(z,x;t-s) ] \right\}. \quad (7)$$

After carrying out the integration by parts twice, one obtains

$$\partial_t P(y,x;t) = D \int_{S\mathcal{P}} dz e^{BU(z)} P(z,x;t-s)\nabla_z \left\{ e^{-BU(z)} \nabla_z P(y,z,s) \right\} \quad (8)$$

with the adjoint boundary conditions

$$P(y,x;t) = 0 \quad \text{for } x \in \partial\mathcal{P}, \quad (9)$$

$$\nabla_x P(y,x;t)\|\partial\mathcal{S} \quad \text{for } x \in \partial\mathcal{S}. \quad (10)$$

The limit $s \to t$ leads to the backward Smoluchowski equation:

$$\partial_t P(y,x;t) = De^{BU(x)}\nabla_x \left\{ e^{-BU(x)} \nabla_x P(y,x,t) \right\}, \quad (11)$$

where we have used $\lim_{s \to t} P(z,x;t-s) = \delta(z-x)$.

The probability that the diffusing particle reaches the product region $\mathcal{P}$ between time $t$ and $t+dt$ is equal to the surface integral $-dt\int_{\partial\mathcal{P}} ds_y J(y,x;t)$ with respect to $y$ over the boundary of $\mathcal{P}$. The minus sign is due to the surface normal $s_y$ being defined to be pointing outward from the region $\mathcal{P}$. Thus, the MFPT $\tau(x)$ is given as

$$J(y,x;t) = -De^{-BU(y)}\nabla_y [ e^{BU(y)} P(y,x,t) ] \quad (3)$$
\[ \tau(x) = -\int_0^\infty dt \int_{\partial S} ds \cdot \mathbf{J}(y, x; t) + \int_0^\infty dt \int_{\partial S} ds \cdot \mathbf{J}(y, x; t), \] (12)

where the second term can be added because the surface integral vanishes on the reflecting boundary \( \partial S \) [Eq. (5)]. By Gauss’s theorem, the surface integrals are transformed to a volume integral:

\[ \tau(x) = \int_0^\infty dt \int_{\partial S} dy \nabla \cdot \mathbf{J}(y, x; t). \] (13)

We replace \( \nabla \cdot \mathbf{J}(y, x; t) \) with \(-\partial_t P(y, x; t)\) by using the continuity equation [Eq. (2)], integrate by parts (with respect to \( t \)), and obtain

\[ \tau(x) = \int_0^\infty dt \int_{\partial S} dy \, P(y, x; t) \] (14)

under the assumption that \( \int_{\partial S} dy \, P(y, x; t) \) decays more quickly than \( 1/t \). Finally, using the backward Smoluchowski equation [Eq. (11)] we find\(^{13,14}\)

\[ D \nabla^{BL(x)} \cdot [e^{-\nabla^{BL(x)}} \nabla \tau(x)] = -1. \] (15)

Therefore, the MFPT \( \tau(x) \) can be determined by solving this inhomogeneous partial differential equation on the region \( \partial S \setminus \partial P \). The boundary conditions for \( \tau \) are extracted from the adjoint boundary conditions [Eqs. (9) and (10)] by using Eq. (14):

\[ \tau(x) = 0 \quad \text{for} \quad x \in \partial P, \] (16)

\[ \nabla \tau(x) \parallel \partial S \quad \text{for} \quad x \in \partial S. \] (17)

Reaction paths are then constructed following the direction of \(-\nabla \tau\), along which \( \tau \) decreases most rapidly. Thus, a reaction path \( \mathbf{x}(l) \), parametrized through the arclength \( l \), satisfies

\[ \frac{d\mathbf{x}}{dt} = -\frac{\nabla \tau}{|\nabla \tau|}. \] (18)

Since any point in the reaction region \( R \) can be a starting point of a reaction path, in general multiple reaction paths are obtained unless the reactant region is narrowed down to a single point. The resulting reaction paths are independent of the diffusion coefficient \( D \) because the latter affects only the overall scale of \( \tau \).

**B. Discrete kinetics**

Let us now consider a different setting, namely a reaction described by transitions between discrete states. Let \( S \) be the set of all accessible states. The reactant \( R \) and the product \( P \) are given as disjoint subsets of \( S \). We denote by \( R_{ij} \) the transition rate from state \( i \) to \( j \), and for later use in Sec. IV assume a probability loss rate \( \lambda_j \) for each state \( j \). A discrete master equation can be written for the probability \( P_j(t) \) that the system, initially in state \( i \), is in state \( j \) after time interval \( t \):

\[ \frac{\partial P_j(t)}{\partial t} = \sum_{k \neq j} R_{jk}(t) P_k(t) - \sum_{k \neq j} R_{kj}(t) P_j(t) - \lambda_j P_j(t), \] (19)

or in a matrix form,

\[ \frac{\partial P_j(t)}{\partial t} = \sum_k R_{jk}(t) P_k(t). \] (20)

The transition matrix \( K_{jk} \) is built as

\[ K_{jk} = R_{jk} \quad \text{for} \quad j \neq k \] (21)

\[ K_{jj} = -\sum_{\ell \neq j} R_{\ell j} - \lambda_j. \] (22)

The master equation is accompanied by the initial condition, \( P_j(0) = \delta_{ji} \). If there is no probability loss (\( \lambda_j = 0 \) for all \( j \)), the total probability is conserved, namely \( \partial_t \sum_j P_j(t) = 0 \).

Following a similar procedure as used for the diffusion process in the preceding section, we derive an equation for the MFPT \( \tau_j \) from state \( i \) to \( P \). Since we are only interested in first passages to \( P \), it is convenient to consider the subsystem consisting of the states in \( S \setminus P \). This subsystem is described by the master equation

\[ \frac{\partial P_{\beta a}(t)}{\partial t} = \sum_\gamma K_{\beta \gamma} P_{\gamma a}(t) \] (23)

with the initial condition \( P_{\beta a}(0) = \delta_{\beta a} \). We use Greek subscripts to indicate that the states in \( P \) are excluded. That is, Greek subscripts are assigned only to the states in \( S \setminus P \). The transition matrix \( K_{\beta \gamma} \) is extracted from the original transition matrix \( K_{jk} \) by eliminating the rows and columns belonging to the states in \( P \). Even when the total probability is conserved in the original system, the total probability in the subsystem is not conserved. The passage to \( P \) accounts for this probability decrease.

Using the Markov property,

\[ P_{\beta a}(t) = \sum_\gamma P_{\beta \gamma}(s) P_{\gamma a}(t-s) \quad \text{for} \quad 0 < s < t, \] (24)

one obtains

\[ \frac{\partial P_{\beta a}(t)}{\partial t} = \sum_\gamma P_{\beta \gamma}(s) \frac{\partial P_{\gamma a}(t-s)}{\partial s} = \sum_\gamma P_{\beta \gamma}(s) \sum_{\delta} K_{\gamma \delta} P_{\delta a}(t-s). \] (25)

Taking the limit \( s \to t \) leads to the backward master equation

\[ \frac{\partial P_{\beta a}(t)}{\partial t} = \sum_\gamma P_{\beta \gamma}(t) K_{\gamma a}. \] (26)

Let \( \xi_\beta \) be the transition rate from state \( \beta \) to any state in \( P \):

\[ \xi_\beta = \sum_{j \in P} K_{j \beta}. \] (27)

The MFPT \( \tau_a \) from state \( a \) to the product set \( P \) is then given as
\[
\tau_\alpha = \int_0^\infty dt \sum_\beta \xi_\beta P_{\beta \alpha}(t) / \phi_\alpha, \tag{28}
\]
\[
\phi_\alpha = \int_0^\infty dt \sum_\beta \xi_\beta P_{\beta \alpha}(t). \tag{29}
\]

Here \(\phi_\alpha\) is the total probability that the passage to \(\mathcal{P}\) will eventually occur. Because of the loss rate \(\lambda_\j\) in each state, \(\phi_\alpha\) is in general less than one and the denominator in Eq. (28) is necessary for normalization. Finally, by using the backward master equation [Eq. (26)] and integrating by parts, we find

\[
\sum_\alpha \phi_\alpha K^{-1}_{\alpha \gamma} = -\xi_\gamma, \tag{30}
\]
\[
\sum_\alpha \tau_\alpha \phi_\alpha K^{-1}_{\alpha \gamma} = -\phi_\gamma \tag{31}
\]

under the assumption that \(\Sigma_\beta \xi_\beta P_{\beta \gamma}(t)\) decays more rapidly than \(1/t\). The solution to this coupled equation is given in terms of the inverse matrix \(K^{-1}_{\alpha \gamma}\) of the matrix \(K_{\alpha \gamma}\):

\[
\phi_\alpha = -\sum_\gamma \xi_\gamma K^{-1}_{\gamma \alpha}, \tag{32}
\]
\[
\tau_\alpha = -\sum_\gamma \phi_\gamma K^{-1}_{\gamma \alpha} / \phi_\alpha. \tag{33}
\]

These are the equations that we use in Sec. IV.

In the case of no loss (\(\lambda_\j = 0\) for all \(\j\)), \(\xi_\gamma\) is equal to \(-\sum_\beta K_{\beta \gamma}\) and the solution can be stated in a simpler form:

\[
\phi_\alpha = 1, \tag{34}
\]
\[
\tau_\alpha = -\sum_\gamma K^{-1}_{\gamma \alpha}. \tag{35}
\]

In fact, when there is no loss, there is only one sink (through the product \(\mathcal{P}\)) in the system. The MFPT then may be derived simply by

\[
\tau_\alpha = \int_0^\infty dt \iota \sum_\beta P_{\beta \alpha}(t)
\]
\[
= \int_0^\infty dt \sum_\beta \sum_\gamma (e^{K_{ij}})_{\beta \gamma} P_{\gamma \alpha}(0)
\]
\[
= -\sum_\beta K^{-1}_{\beta \alpha}. \tag{36}
\]

In order to determine reaction paths based on the MFPT \(\tau_\j\) (\(\tau_\j = 0\) for \(\j \in \mathcal{P}\)), we draw an analogy to the diffusion on a continuous space considered earlier, where reaction paths follow the direction of the steepest descent of the MFPT, \(-\nabla \tau\). Let us interpret these reaction paths as sequences of jumps of infinitesimal distance \(e\). Suppose a reaction path goes through a point \(x\). The next point \(x'\) the reaction path visits is chosen out of the points lying at the distance of \(e\) from \(x\). The choice is made in such a way that the decrease in the MFPT per distance, \([\tau(x) - \tau(x')]/e\), is maximized, which is the same as following \(-\nabla \tau\). For the reaction described by discrete kinetics, a reaction path must be a sequence of transitions leading to the product. Suppose a reaction path goes through a state \(i\). The next state \(j\) is chosen out of all the states to which a transition from state \(i\) can occur. According to the analogy with the continuous diffusion, the choice should be made such that the decrease in the MFPT per distance is maximized. However, in the case of discrete kinetics, no notion of distance is given \(a \text{ priori}\). Nevertheless, an analogue of distance is provided by the transition time \(1/R_{ij}\) from state \(i\) to \(j\), and one can choose the next state \(j\) that maximizes \(R_{ij}(\tau_\j - \tau_\j')\). For the transition step from \(i\) to \(j\), the transition time \(1/R_{ij}\) may be interpreted as a cost, and the MFPT decrease \(\tau_j - \tau_j'\) as a gain. The scheme then amounts to maximizing for each step the ratio between these two times, namely the gain–cost ratio.

III. DIFFUSION ON THE THREE-HOLE POTENTIAL

We first apply the present method to the simplest non-trivial case, diffusion on a two-dimensional potential surface. For this purpose we choose the three-hole potential

\[
U(x_1, x_2) = 3e^{-x_1^2 -(x_2 - 1/3)^2} - 3e^{-x_1^2 -(x_2 - 5/3)^2}
\]
\[
- 5e^{-(x_1 - 1)^2 - x_2^2} - 5e^{-(x_1 + 1)^2 - x_2^2}, \tag{37}
\]

which was also studied by others regarding the temperature dependence of reaction paths.\(^8\)\(^9\) As can be seen from the contour plot in Fig. 2(a), the potential features two deep holes at \((-1.0)\) and \((1.0)\) and one shallow hole at \((0.5/3)\). The two deep holes are considered as the reactant and the product. Roughly, there are two channels connecting the reactant and the product: the upper indirect channel via the
shallow hole and the lower direct channel. The upper channel is longer than the lower one but has lower energy barriers. It is therefore expected that the upper channel will be taken at low temperature and the lower channel at high temperature.

The MFPT $\tau_{x_1, x_2}$ is calculated by solving Eq. (15) numerically. We take the region $(-4 \leq x_1, x_2 \leq -3, x_3 \leq 4)$ as the whole space $\Sigma$, and assume that its boundary is reflecting [Eq. (17)]. For the reactant $R$ we take the point $(-1,0)$, and for the product $P$ the small circular region of radius $0.1$ centered at $(1,0)$. The MFPT $\tau$ vanishes on the boundary of $\Sigma$ [Eq. (16)].

The numerical solution of Eq. (15) with these boundary conditions was obtained with MATLAB. Figure 2(b) shows the solution for two different temperatures, $\beta = 1$ and $8$. The difference between the two temperatures is dramatic. At the high temperature ($\beta = 1$) the arrows pointing in the direction of $-\nabla \tau$ flow more or less directly toward the product. At the low temperature ($\beta = 8$), on the other hand, the flow is significantly distorted so that potential barriers are avoided, with a singular point produced around $(-1.5, -0.5)$. Also, the MFPT $\tau$ drops rapidly when barriers are crossed, as indicated by the contours of $\tau$ packed around saddle points. Figure 2(c) shows the reaction paths found at these two and other intermediate temperatures. As temperature is lowered the reaction path changes gradually from the lower channel to the upper channel, which agrees with the expected temperature dependence.

IV. EXCITATION MIGRATION IN PHOTOSYSTEM I

The task of determining representative pathways is also encountered in the study of the excitation migration in photosynthetic complexes, which can be described by discrete kinetics. In this section we apply the present method to the excitation migration in a photosynthetic complex, photosystem I (PSI).

Photosynthesis is carried out by pigment-protein complexes embedded in cell membranes. In such a complex, an aggregate of interacting pigments held in a fixed arrangement absorbs light and the resulting electronic excitation is used for separating charge across the cell membrane. The transmembrane potential induced by the charge separation is later used for the synthesis of ATP, the universal energy currency of a cell. However, in a typical light-harvesting complex most pigments do not participate directly in charge separation, instead they serve merely as light absorbing antenna and deliver their electronic excitation to a reaction center where charge separation takes place.

Among photosynthetic complexes, the photosynthetic unit of purple bacteria has been most extensively studied (for a review see Ref. 22). Recently, a high-resolution structure of PSI has been obtained from the cyanobacterium *Synechococcus elongatus*. PSI along with photosystem II and their various satellite complexes constitutes the main machinery of oxygenic photosynthesis in plants, green algae, and cyanobacteria. PSI (Fig. 3) contains an aggregate of 96 chlorophylls as its primary light-harvesting pigments. The electronic excitation resulting from the absorption of a photon by a chlorophyll migrates to a special pair of chlorophylls (named P700 after their absorption peak in nm) in the center of the complex, where charge separation is initiated.

Figure 3 reveals that the chlorophylls of PSI are arranged without any apparent order (except for a pseudo-$C_2$ symmetry), which is in contrast to the highly symmetric circular arrangement of bacteriochlorophylls in the photosynthetic unit of purple bacteria. The apparently random arrangement of chlorophylls in PSI poses the question which pathways the excitation migration follows toward the reaction center.

The rates of interchlorophyll excitation transfer in PSI have been calculated based on Förster theory. Excitation follows stochastic trajectories along the excitation transfer network set by these rates. However, the obscure pattern of the excitation transfer network in PSI (cf. Fig. 6 in Ref. 25) instills a need for a simpler and more distilled picture of excitation migration. Besides, the functional aspect of the complex, namely that the P700 special pair is the target of the excitation migration, is not integrated in the network picture solely dictated by the transfer rates. In fact, the process of excitation migration can be considered a reaction: the reactant is the state where a pigment molecule that initially absorbed a photon is electronically excited, and the product is the state where the excitation resides in the special pair. Thus, the present method of reaction paths can determine the pathways representative of all excitation migration events reaching the reaction center, thereby providing a functional picture of the kinetic flow of excitation.

A. Mean first-passage time and excitation migration pathway

Excitation migration in PSI is a stochastic process governed by the rates of interchlorophyll transfer, dissipation
conversion of excitation to heat), and the charge separation at the reaction center, and thus can be studied with master equations. The process can be described in terms of the probability $P_{ji}(t)$ that an excitation, initiated by light absorption at chlorophyll $i$, resides at chlorophyll $j$ after a time interval $t$. The interchlorophyll transfer rates $R_{ji}$ from chlorophyll $i$ to chlorophyll $j$ are calculated as explained in Ref. 26. For this calculation, we use the recently obtained site energies for chlorophylls and the interchlorophyll electronic couplings determined by the full Coulomb computation that includes all multipole contributions to the coupling. The dissipation rate is assumed to be the same ($1/\lambda_i = 1$ ns) at all the chlorophylls. Since we consider only first passages to the special pair, the charge separation rate is not needed in the present model. Collecting these rates, we build the $96 \times 96$ transition matrix $K_{ji}$ for the entire system [Eqs. (21) and (22)], and then extract the $94 \times 94$ transition matrix $K_{\beta \alpha}$ for the subsystem (corresponding to all the chlorophylls except the P700) by eliminating the rows and columns corresponding to the two P700 chlorophylls. The MFPT $\tau_i$ (from chlorophyll $i$ to the special pair) and the corresponding pathways then follow from the method described in Sec. II B.

**B. Results and discussion**

The obtained MFPT and paths are shown in Fig. 4. The 96 chlorophylls are sorted in the order of increasing MFPT and are listed in Fig. 4(c). The excitation migration paths shown in Fig. 4(a) exhibit a network without any apparent order, as expected from the disordered arrangement of the chlorophylls. There are various paths, including six direct paths to the special pair (eC-A1 and eC-B1). The excitation migration paths constructed based on the MFPT are shown as arrows. (b) The MFPTs are plotted in increasing order. The color-code scheme is the same as in (a). (c) List of chlorophylls sorted in order of increasing MFPT. The nomenclature (eC-A1, etc.) follows Ref. 23.
complex, which is in accord with the robustness of the complex against removal of individual chlorophylls as discussed in Ref. 26.

As can be seen from Fig. 4(b), most of the chlorophylls (9th to 96th) have MFPTs around or above 10 ps, with the average over all being 12.5 ps. Chlorophylls A40 and B39 lie between these peripheral chlorophylls and the six central chlorophylls (eC-A1, eC-B1, eC-A2, eC-B2, eC-A3, and eC-B3). This supports to a certain extent the suggestion that chlorophylls A40 and B39 play the role of a bridge connecting the central and the peripheral chlorophylls.23 However, among the found paths to the special pair, many go through neither chlorophyll A40 nor B39. Therefore, these two chlorophylls are not the only connection between the central chlorophylls and the periphery, and hence should not be considered as bottlenecks.

The last chlorophyll, M1, raises a question as it appears to be rather isolated from the rest [Fig. 4(b)]. This isolation does not imply that excitation will be trapped at this chlorophyll; the MFPT associated with this chlorophyll does not imply that excitation will be trapped at this chlorophyll.24 Instead, the MFPTs of this chlorophyll are much shorter than the dissipation time of 1 ns. However, it seems inappropriate that the one chlorophyll is located relatively farther from the rest. The answer to this apparent puzzle lies in the observation that PSI exists at times as a trimeric structure in vivo.25,30 The chlorophyll M1 lies close to the boundary between monomers. In fact, we find that chlorophyll M1 is coupled to chlorophyll A30 in the next monomer with a coupling of 52.9 cm⁻¹, which is much stronger than the strongest coupling it has within its own monomer (6.7 cm⁻¹ with B8). Hence, the chlorophyll M1 functionally belongs to the next monomer, not its own monomer.

V. CONCLUSION

We have presented a new method to construct reaction paths based on MFPTs that incorporates all reaction events, and illustrated how it captures important aspects of reactions, most notably temperature effects. We believe that MFPT is a natural choice for a reaction coordinate, and expect that our approach will give an insight into the study of reactions. The present method is particularly suitable for large reaction networks that are completely characterized by the method through a pathway graph visualizing the kinetic flow of the reaction.

As an application of the method, we have found representative paths of excitation migration in PSI. The MFPT and the paths provide a complete yet distilled picture of the excitation migration toward the reaction center, thereby characterizing the function of the system. We expect that our methodology will be useful for various photosynthetic complexes as more of their high-resolution structures become available.
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6 An alternative approach is to sample and analyze a multitude of reaction events (Refs. 31 and 32).
10 This amounts to minimizing an action integral, and similar methods have been used to solve boundary-value problems in classical mechanics (Refs. 33 and 34).
16 The location of the reactant region R does not affect the calculation of the reaction coordinate ρ(x); it is involved only in the construction of reaction path.
17 Extension to more general boundary conditions is possible (Refs. 11 and 14).
19 This choice of the product region seems to be close enough to the limit of single-point product region. As the product region shrinks to zero volume, the MFPT τ will diverge but -∇H(∇ρ), which is what we need for constructing reaction paths, will still be well defined. Nevertheless, the product region must have finite volume in numerical calculations.
24 In the literature the term reaction center chlorophylls refers typically to the set of six chlorophylls in the center (including the pair P700) which are part of the electron transfer chain (Ref. 23).
29 The first passage corresponds to the first term in the so-called sojourn expansion whose higher-order terms cover subsequent escapes from and returns to the reaction center (Ref. 26).