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Molecular recognition and mechanical properties of pro-
teins govern molecular processes in the cell that can cause
disease and can be targeted for drug design. Single mole-
cule measurement techniques have greatly advanced knowl-
edge but cannot resolve enough detail to be interpreted in
terms of protein structure. We seek to complement the ob-
servations through so-called Steered Molecular Dynamics
(SMD) simulations that link directly to experiments and
provide atomic-level descriptions of the underlying events.
Such a research program has been initiated in our group
and has involved, for example, studies of elastic properties
of immunoglobulin and fibronectin domains as well as the
binding of biotin and avidin. In this article we explain the
SMD method and suggest how it can be applied to the
function of three systems that are the focus of modern
molecular biology research: force transduction by the mus-
cle protein titin and extracellular matrix protein fibronectin,
recognition of antibody-antigene pairs, and ion selective
conductivity of the K1 channel. © 2001 by Elsevier Science
Inc.

INTRODUCTION

Experimental techniques based on the application of mechan-
ical forces to single molecules in small assemblies have been
applied to study the binding properties of biomolecules and
their response to external mechanical manipulations. Among
such techniques are atomic force microscopy (AFM),1 optical
tweezers,2 biomembrane force probe,3 and surface force appa-
ratus experiments.4 These techniques have inspired us and
others to adopt a similar approach for the study of biomolecules
by means of computer simulations.

Steered Molecular Dynamics (SMD) induces unbinding of
ligands and conformational changes in biomolecules on time
scales accessible to molecular dynamics simulations. For this

purpose, time-dependent external forces are applied to a system
and the responses of the system are analyzed. SMD calcula-
tions, pioneered in our group, have already provided important
qualitative insights into biologically relevant problems for ap-
plications ranging from identification of ligand binding path-
ways5–10to the explanation of elastic properties of proteins.11–14

SMD, in particular, has revealed the participation of amino-
acid side groups in guiding biotin into its avidin binding site5;
has discovered the binding path of retinal in bacteriorhodopsin
from the lipid phase, rather than the aqueous phase as errone-
ously believed for decades6; and has suggested that ATP hy-
drolysis in actin7 as well as hormone binding in certain nuclear
hormone receptors8 proceed by a back-door mechanism. The
SMD method and closely related work by other groups are
described elsewhere.15–20

In this study we introduce first the SMD method and suggest
three exemplary SMD studies for future investigations: a sim-
ulation of force transduction by the muscle protein titin and the
extracellular matrix protein fibronectin, a simulation of anti-
body–antigene binding, and a simulation of ion-selective con-
duction by an ion channel. We begin by introducing the three
latter systems.

Stretching of Mechanical Proteins

Proteins need to fold efficiently into their native conformations
to carry out their functions, but also need to avoid aggregation
of metastable folding intermediates.21,22 Traditionally, experi-
ments and modeling have focused on the folding and unfolding
behavior of proteins in response to temperature changes and to
chemical perturbations through pH changes or addition of
denaturants.23–32 Another factor that can lead to unfolding of
proteins is mechanical stress, in particular, stretching.33–35Such
stretching arises in muscle, in the extracellular matrix, and at
cell receptors during cell motion. We refer to proteins that are
designed to respond to stretching under physiological condi-
tions as mechanical proteins.

These proteins often contain multiple domains linked to-
gether in a linear sequence. The response of mechanical pro-
teins to external force can be studied by investigating the
individual domain’s response to stretching. Domains arising in
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several systems have evolved to withstand certain levels of
mechanical force36,37,33as well as to sense the application of
mechanical strain.12 One example is presented by the domains
of titin, a giant protein that provides muscle elasticity38,39 and
controls chromosome shape40; the elasticity of titin is due in
part to its 300 immunoglobulin (Ig) and fibronectin type III
(FnIII) domains. Understanding mechanical proteins can lead
to advances in a number of medically relevant areas, including
cardiac muscle function, cancer metastasis, and functioning of
the extracellular matrix and connective tissues.

Atomic force microscopy (AFM)33,36,37and optical tweezer
experiments34,35 stretch individual proteins and measure the
extensions of proteins as a function of applied force. AFM
experiments demonstrate that Ig and FnIII domains behave like
elements of a linearly jointed entropic spring and exhibit saw-
tooth patterns in the measured force-extension profiles. The
value of the force peaks in these patterns is about 200 pN. From
the data one can conclude that connected Ig/FnIII domains
unfold one-by-one and that each domain is protected against
stretching and unfolding by an energy barrier of about 22
kcal/mol.33 Similar AFM experiments that stretch proteins con-
sisting of helical domains show much lower force peaks in their
corresponding force-extension curves, indicating much-
reduced protection against stretch-induced unfolding.41

One would like to understand how the architecture of
b-sandwich domains has served nature to design proteins that can
withstand high stretch forces and that can act as stress sensors as
in the case of FnIII domains.12 One would also like to resolve at
the atomic level the mechanical stretching and unfolding of pro-
tein domains, a resolution that is still out of reach of experiment.
SMD simulations15,16,42are ideally suited to address the respective
questions about structure-function relationships of Ig and FnIII
domains. Indeed, our already completed SMD studies, published
earlier11–14 and presented below, which stretched single protein
domains accounting explicitly for solvent, qualitatively repro-
duced the AFM force-extension profile.11,14 Analysis of simula-
tion trajectories suggests that backbone hydrogen bonding be-
tween b strands protects the Ig and FnIII domains against
stretching and unfolding.

Several theoretical groups have also published studies on
forced unfolding of protein domains, employing approaches
and methods different from those applied in our group. Rohs et
al.43 studied the stretching ofa-helix and b-hairpin systems
using molecular mechanics; they estimated the magnitude of
forces involved in the unfolding of these secondary protein
structures. Socci et al.44 studied the relation between force
dependence and the reaction coordinate by stretching a lattice
model. Evans and Ritchie45 modeled the Ig domain unfolding
as a single bond-breaking event and approached the problem
using Kramers-Smoluchowski theory.

Paci and Karplus20 studied FnIII unfolding by means of
biased molecular dynamics using an implicit solvent model to
reduce computational effort; the authors, extremely confident
in their solvent model, suggested that the dominant barrier
against unfolding is due to vdW interactions, and not due to
hydrogen bonds. The critique of these authors of our first round
of simulations12 had been based on a factor of 10 difference
between calculated and observed forces, claiming that at the
high speed of stretching, we overestimated hydrogen bond
forces. However, we have since reduced the speed of stretch-
ing14 and our calculated force converges within a factor of two
of observation; the improved simulations revealed in all cases

the same hydrogen bond-breaking scenario as in the earlier
work, arguing strongly for hydrogen-bond protection.

Our goal in modeling mechanical proteins is to obtain an
atomic-level view of the process of forced domain unfolding.
We want to accomplish this by incorporating into simulations
two known properties of the system: the experimentally de-
rived static structure and the experimentally known force-
extension curve. In achieving this goal, our theoretical model
should meet two criteria: first, the model should correspond
closely to the experimental (AFM) situation, to provide a
nonambiguous check on the model’s validity; second, the re-
sults should provide information on the process at atomic-level
resolution that cannot be obtained from experiment. The works
by Rohs et al. and by Paci and Karplus both involve atomic-
level detail; however, both use stretching protocols that are
much different from the AFM and optical tweezer experiments
that have been performed so far, and thus are difficult to
compare with existing measurements. The models used by
Socci et al. and by Evans and Ritchie do not fulfill the second
criterion; both are a drastic abstraction of the actual process,
i.e., involving a lattice model and an unfolding potential along
a single degree of freedom, respectively, and thus do not
provide atomic-level detail.

The SMD method can satisfy both criteria listed above.
Force-extension curves produced by simulations can be di-
rectly compared with AFM data to check validity. The SMD
trajectories account for the unfolding process at atomic-level
detail and, hence, reveal structure–function relationships for
protein elasticity properties. The proposed work will clarify the
differences among the different theoretical approaches em-
ployed elsewhere11–14,20,43,44,45and provide a means to unite
these approaches, while relating them to experiment.

Antibody–Antigen Interactions

Antibodies are proteins produced by the immune response.
Antibodies are selective, high-affinity receptors for a seem-
ingly unlimited number of antigenic molecules that threaten
normal cellular function. This diversity in antigen recognition
can be utilized to produce what are known as “catalytic”
antibodies. These catalytic antibodies are capable of perform-
ing specific chemical reactions on their antigenic substrates,
making these antibodies therapeutic candidates, since they
would be able to catalyze clinically relevant chemical reactions
within the body. Understanding the structure and function of
catalytic antibodies could lead to targeted development of drug
molecules that may be used, for example, in cancer therapy or
drug addiction treatment.46

The immune response is an intriguing defense mechanism
unique to eukaryotic organisms. The molecular basis of this
mechanism is not totally understood. After first exposure of the
antibody to a specific antigen, somatic hypermutation of anti-
body genes leads to the expression of a mature, mutated,
antibody.47 The mature antibody exhibits an increased affinity
for its antigen several orders of magnitude over that of the
germline (wildtype) antibody. As a result of this maturation
process the antibody becomes more efficient in recognizing
and distinguishing its antigenic substrate. Enhancement of an-
tigen specificity and of kinetic factors have been demonstrated
in a series of papers on the esterolytic antibody 48G7.48,49,50

Crystal structures of the Fab fragments (the antigen binding
fragments) of the catalytic antibody 48G7, germline or mature,
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complexed with a hapten (a transition state analog of the
antigen, that does not experience chemical reaction, Figure 1)
or without hapten, were recently obtained by Wedemayer et
al.50

Analysis of the crystal structures showed that the mature
antibody differs from the germline by nine somatic mutations,
three in the light chain and six in the heavy chain. These
mutations are not all located close to the antigen binding site:
two of the substitutions were within 5.5 Å of the hapten, the
other seven mutations were within 10 Å and 15 Å (Figure 1).
Improvements in hapten-binding affinity result from somatic
mutations that are distant from the antigen-binding site.

The crystal structures suggest that certain residues are play-
ing a role in stabilizing the antibody and strengthen antibody–
hapten interactions. Wedemayer et al.50 list differences be-
tween the bound and unbound forms of the crystal structures in
the case of the germline antibody. The authors observed an
increase in the number of hydrogen bonds as well as changes
in the relative orientation of the light and heavy variable chains
of 4.6°. They also observed that certain tyrosine residues lo-
cated near the surface of the antibody (residues TyrH33 and
TyrH98) undergo structural rearrangement, leading to an en-
hancement of thep-stacking interactions between antibody
residues TyrH98, TyrH99 and ArgL46 (the H (L) indices refer to
heavy (light) chains). Antibody–hapten interactions are modi-
fied as well by formation of a packing interaction between the
aliphatic tail of the hapten and residue TyrH98.

According to Wedemayer et al.,50 hapten binding on the
germline antibody leads to significant structural rearrange-
ments, whereas binding of the hapten on the mature antibody

does not. The important point here is that equivalent structural
changes can be achieved either by maturation of the antibody
or by hapten binding. SMD simulations may investigate how
these two different events lead to the observed convergence of
structures. The Wedemayer et al. study suggests that the germ-
line antibodies can adopt more isoenergetic conformations than
the mature antibody. Germline antibodies, having more con-
formational flexibility, bind antigen with an “induced fit”
mechanism, while binding of the hapten by the mature anti-
body operates through a “lock-and-key” mechanism. This
“conformational hypothesis” could explain differences in af-
finity between the germline and mature forms of the antibody,
since the mature antibody would be preadapted for the acqui-
sition of its catalytic function.

Molecular dynamics provides a direct approach to study
these structural issues. In fact, the method has been used to test
changes in flexibility for other antibody systems.52,53 These
earlier studies confirmed the possibility that antibody matura-
tion or antigen unbinding change the flexibility of the antibody.
However, the accuracy of the investigations was limited by the
absence of crystal structures for both the unbound antibody and
its mature form. These limitations can now be overcome by the
availability of crystal structures for all of the above antibody
states, i.e., germline bound/unbound and mature bound/un-
bound.50

One objective of an SMD study should be to test the con-
formational hypothesis by quantifying changes in protein flex-
ibility upon binding of the hapten. One can determine if the
mature antibody, even in its unbound state, has a reduced
flexibility over that of the germline. This result would confirm

Figure 1. (left) Chemical structures of: (a) substrate of 48G7 antibody, (b) product of the enzymatic reaction, (c) hapten,
transition state analog of compound a; (right) Cartoon representation of the crystal structure of the Fab fragment of mutant
antibody 48G7 bound to hapten. Mutated residues are represented as dark spheres. Hapten atoms are represented as
light-colored spheres. Figure created using VMD51.
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the hypothesis drawn on the basis of Wedemeyer et al.’s
study.50 For the purpose of such study one can employ the
SMD method to pull the hapten from its binding site and
perturb the equilibrated structures built from the crystal struc-
tures, recording the response of the protein to the perturbation
and monitoring how several structural descriptors vary with
time.

Other objectives could be to address more specifically the
energetics and thermodynamics of the binding process itself. A
detailed analysis of the kinetics of binding of the antigen and of
the hapten has been given elsewhere.48 It has been shown that
the dissociation constantkoff of the hapten (equivalent to the
kcat measured for antigen–antibody enzymatic reaction) goes
from a value higher than 1 s21 in the case of the germline
antibody, to a value of 1.413 1023 s21 in the case of the
mature antibody. These parameters indicate that the kinetics of
hapten unbinding are slower for the mature antibody, suggest-
ing a higher free energy barrier on the unbinding pathway of
the hapten. These kinetic data suggest SMD simulations that
distinguish between the unbinding pathways of the mature and
germline antibodies, and that quantify the relative importance
of hapten–antibody interactions existing on the unbinding path-
ways.

Finally, one could simulate the unbinding of the substrate
and unbinding of the product species of the enzymatic reaction.
Specifically, one needs to understand structurally how the
catalytic antibody is able to recognize its antigenic substrate,
bind it, undergo catalysis, and release the enzymatic end-
product. Specific residues may be identified that interact pref-
erentially with either the substrate or the product molecules.
This will provide insight into the structural basis of the dis-
tinction by the antibody between product and substrate in the
enzymatic reaction. SMD investigations also provide the op-
portunity to address in more structural detail the role of anti-
body maturation in antibody–antigen interactions.

Conduction of Ions Through Channels

Ion channels are membrane-spanning proteins that form a
pathway for the flux of inorganic ions across cell membranes.54

Diffusion of ions through the ion channels seems to be a simple
physical process, and yet the ion channels are responsible for
all electrical signaling in biology. Among their many functions,
ion channels regulate the secretion of hormones into the blood-
stream, generate the electrical impulses underlying information
transfer in the nervous system, and control the pace of the heart
and of the muscle system.54 To understand the physical basis of
ion channel conduction, one needs to characterize the channel’s
structural and dynamic properties.

Potassium ions diffuse across the cell membrane through
proteins called K1 channels. Recently, the crystal structure of
the K1 channel fromStreptomyces lividans(KcsA channel)
was resolved.55 The structure revealed that the KcsA channel is
formed by four identical subunits, each subunit containing two
a-helices connected by an approximately 30-amino acid-long
loop protruding into the pore region. The pore region is ap-
proximately 45 Å long and consists of an inner pore (starting
from inside the cell), a large cavity near the middle of the pore,
and the so-called selectivity filter that separates the cavity from
the extracellular solution. The inner pore and the internal cavity
are hydrophobic regions; in contrast, the selectivity filter is
lined exclusively by polar main-chain atoms belonging to the

so-called “signature sequence.” Experimental studies showed
that this “signature sequence,” which comprises an eight-
amino-acid sequence motif, is responsible for potassium selec-
tivity.56 The obvious implication is that these amino acids form
a special structure, used uniquely by potassium channels to
coordinate potassium ions in a selective manner.55,56

How does the selectivity filter work? The authors of the
crystal structure of the KcsA channel55 propose that the selec-
tivity filter attracts and concentrates K1 ions. The presence of
multiple ions in the selectivity filter results in mutual repulsion
and, thereby, allows conduction to occur. The selectivity filter
accommodates perfectly well a dehydrated K1 ion, but not an
Na1 ion that has a smaller radius.

The essential feature of these channels is their ion selectiv-
ity, the discriminating nature of the ion conduction pathway.
Advances made using structural and electrophysiological tech-
niques have raised a new set of questions about the precise
molecular details of ion selectivity. What is the chemical basis
for the impressive fidelity with which the channel distinguishes
between K1 and Na1 ions? How does the signature sequence
encode a potassium selectivity filter? These questions are fun-
damentally structural in nature: therefore one has to “see”
potassium ions coordinated at their binding sites in the pore
before one can understand and explain ion selectivity in a
potassium channel.

One of the best tools for making the connection between the
structure and function of ion channels is molecular dynamics
(MD) simulation. MD simulations allow one to follow the
conformational changes in the structure, and the movement of
K1 ions across the potassium channel, by modeling the bonded
and nonbonded interactions between atoms using simple clas-
sical potentials. In the case of ion diffusion across the channel,
no chemical bonds are formed and the use of classical mechan-
ics in all parts of the simulation is an acceptable approximation.
The availability of the crystal structure of the K1 channel from
Streptomyces lividans(KcsA channel)55 opens a new avenue
for understanding the energetics of fundamental processes such
as ion binding and ion selectivity by using computer simula-
tions. Unfortunately, full atomistic simulations of ion channels
embedded in a lipid membrane have to account for thousands
of atoms and the time scale of the permeation of even one
single ion, of approximately 1ms, is inaccessible to molecular
dynamics simulations at present. The extraordinary effort to
carry out ns simulations,57,58 or of a singlems simulation,24

underscores the point. The difficulty in simulating the passing
of K1 or Na1 ions through the channel can be overcome by
using SMD, which “speeds up” a process. One can use SMD of
the K1 channel to study the passing of K1 and Na1 ions
through the channel. Trajectories obtained from the SMD sim-
ulations will allow one to determine the potential of mean force
in both cases. Such simulations may, for example, test the
hypothesis that the selectivity filter frees the K1 ion from its
hydration shell more effectively than the Na1 ion. This should
be reflected in the potential of mean force of K1 and Na1 ions
along the axis of the channel, calculated by employing the time
series analysis method in Gullingsrud et al.59

THE SMD METHOD

SMD is a novel approach to the study of the dynamics of
binding–unbinding events in biomolecular systems and of their
elastic properties, reviewed elsewhere.15 The simulations re-
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veal the details of molecular interactions in the course of
unbinding5–10 or unfolding,11–14 thereby providing important
information about the molecular mechanisms underlying these
processes. The advantage of SMD over conventional MD is the
possibility of inducing relatively large conformational changes
in molecules on ns time scales accessible to actual computa-
tions.

SMD is closely related to the well-known umbrella sampling
and free energy perturbation methods,60 as well as the weighted
histogram analysis method61 that seek to determine energy
landscapes. The latter methods typically involve only small
conformational changes or changes of chemical constituents.
Since the analysis of respective simulations assumes a quasi-
equilibrium process, computations need to enforce changes
sufficiently slowly to achieve accurate results and, hence, re-
quire extensive computer resources.

Why SMD?

SMD simulations, like umbrella sampling, superimpose a time-
dependent force on simulated biopolymers that pull the systems
along certain degrees of freedom. SMD simulations are equiv-
alent to umbrella sampling when applied forces are weak,
change very slowly in time, and induce minor overall changes.
Of interest here is the opposite limit, when major changes are
induced, e.g., a ligand is extracted from an enzyme or a
protein’s termini are stretched to initiate unfolding, and when
superimposed forces change rapidly in time, leading to signif-
icant deviations from equilibrium. This is the limit that one is
supposed to avoid in the umbrella sampling, free energy per-
turbation theory, and weighted histogram analysis methods, but
that one seeks to exploit in SMD, expecting of course certain
limitations. There are several reasons why this seems possible,
and indeed wise.

First, one can assume in the analysis of simulation results
from the outset that systems described are not at equilibrium,
and employ nonequilibrium descriptions for the analysis. That
this is possible in principle has been shown in the work of
Jarzynski, who demonstrated that free energy differences can
be obtained through exponential averages of irreversible
work.62,63 Our group demonstrated64 that one can construct
potentials of mean force from SMD trajectories and we derived
an error bound on this construction that is proportional to the
irreversible work done. We carried this construction further,59

introducing a time series analysis method based on the
Onsager-Machlup function, compared results to those obtained
using the weighted histogram analysis method, and showed
through examples that potentials of mean force can be recon-
structed accurately from multiple SMD runs. The time series
analysis method relies sensitively on an accurate determination
of friction, a problem that we seek to overcome at present.
Application of SMD to the K1 channel requires a quantitative
analysis of the potential of mean force for ion conduction.

A second argument for the SMD method is that one often
seeks not quantitative results, but qualitative answers, i.e.,
simulations can reveal valuable information even for large
error bars. Examples are studies in which binding pathways are
identified, i.e., a lipophilic route of retinal binding in bacterio-
rhodopsin6 or back-door mechanisms in actin and nuclear hor-
mone receptors.7,8 The key issue of modeling mechanical pro-
teins is the qualitative nature of the protection mechanisms,
concerted hydrogen bonds, or van der Waals interactions sta-

bilizing the hydrophobic core. The planned SMD investigation
of antibodies involves also an essential qualitative component,
the identification of amino-acid side groups controlling shape
fluctuations of the antigen binding site.

A third, very strong argument for SMD simulations is that
they mimic directly AFM experiments and, hence, permit com-
parison of simulated and observed force-extension profiles, as
stressed already above. Lu and Schulten14 have documented a
convergence of simulation and observation that is further sup-
ported by experiment.65

How Does SMD Work?

One way to apply external forces to a protein-ligand complex
is to restrain the ligand to a point in space (restraint point) by
an external, e.g., harmonic, potential. The restraint point is then
shifted in a chosen direction8–10,16,18forcing the ligand to move
from its initial position in the protein and allowing the ligand
to explore new contacts along its unbinding path. Assuming a
single reaction coordinatex, and an external potentialU 5
K(x 2 x0 2 vt)2/2, whereK is the stiffness of the restraint, and
x0 is the initial position of the restraint point moving with a
constant velocity,v, the external force exerted on the system
can be expressed as

F 5 K~ x0 1 vt 2 x!. (1)

This force corresponds to a molecule being pulled by a
harmonic spring of stiffnessK with its end moving with ve-
locity v. Alternatively, a fixed restraint point at a distance much
larger than the length of the unbinding pathway may be chosen.
In this case, the end of the spring does not move and its
stiffness is linearly increased with time,5 i.e., K 5 at, and the
force is

F 5 at~ x0 2 x!. (2)

Other external forces or potentials can also be used, e.g.,
constant forces or torques applied to parts of a protein to induce
rotational motion of its domains.66

SMD simulations require selection of a path, i.e., a series of
directions of the applied force. In some cases a straight-line
path is sufficient, e.g., for avidin-biotin,6 actin,66 lipids in
membranes,9 or the unfolding of titin immunoglobulin do-
mains.11,12 Other biomolecular systems involve a ligand posi-
tioned at the bottom of a convoluted binding cleft, e.g., bacte-
riorhodopsin,15 prostaglandin H2 synthase,10 and retinoic acid
receptor.8 In the latter cases the forced unbinding of the ligand
requires the direction of the force to be changed during the
simulation to avoid distortion of the surrounding protein. The
direction of the force can be chosen randomly67 or by guessing
a direction on the basis of structural information.8,15 A force is
then applied to the ligand in the chosen direction, and this
direction is accepted or rejected based on factors such as
conservation of secondary structure of the protein, deformation
of the protein, the magnitude of the force applied, the average
velocity of the ligand along the unbinding pathway, etc.6,67

Quantitative Information from SMD: Potentials
of Mean Force

In cases where irreversible work done during unbinding can be
attributed to a nondispersive frictional force,gy, a quantitative
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description of the thermodynamic potentials governing the
binding and unbinding processes can be achieved by discount-
ing the irreversible work from the calculated potential of mean
force. The error in the reconstructed potentials is related to the
irreversible work done on the system and, therefore, may be
unacceptably large. The estimate of the friction also presents a
challenge, since it can be highly dispersive and may exhibit
memory effects.64 Irreversibility of the unbinding process can
also be accounted for by averaging over an ensemble of SMD
trajectories according to the nonequilibrium equality for free
energy differences.62,63This approach, however, requires aver-
aging over multiple trajectories, and may be extremely sensi-
tive to insufficient sampling of reaction pathways. Irreversible
work might also be discounted by forcing a conformational
change in the system followed by the reverse conformational
change, i.e., inducing hysteresis. Such an approach may yield a
“model free” estimate of the irreversible work component from
the hysteresis.68,69 Finally, lengthening the simulation time
decreases the amount of irreversible work and the simulated
process could, ideally, reach quasi-equilibrium in the limit of
very long simulation times, approaching free energy perturba-
tion theory.60

Is there a practical method to discount the irreversible work
done in an SMD simulation and can one determine the potential
of mean force that describes the process studied? This seems to
be indeed possible. We have proposed recently a method to
calculate the potential of mean force (PMF) from SMD simu-
lation. For this purpose we have described and implemented
three time-series analysis techniques for reconstructing the
PMF from displacement and applied force data gathered from
SMD trajectories.59 One technique, based on the WHAM the-
ory,70 views the unbinding or stretching as a quasi-equilibrium
process. The other two techniques assume a Langevin descrip-
tion of the dynamics71 to account for the nonequilibrium

character of SMD data. One nonequilibrium method, which
we refer to as the Gaussian drift method, is based on
van Kampen’sV-expansion72; the second, the “least squares
method,” is based on a least squares minimization of the
Onsager-Machlup action73 with respect to the choice of PMF.

The trajectory is modeled as the path of a particle moving in
a one-dimensional potentialW(z) with a Langevin equation of
the form

gż 5 2dW~ z!/dz1 F~ z, t! 1 sj~t!. (3)

In Equation 3,g is the viscous friction coefficient andsj(t)
represents a stochastic force due to thermal fluctuations in the
channel environment. The PMFW(z) determines the dynamics
of the ion within the channel, and its calculation will be an
important part of any attempt to understand the channel’s
selectivity.

These analysis methods were tested59 on one-dimensional
model systems for which the underlying PMF was exactly
known. The WHAM method systematically overestimated the
potential at large displacements because it made no allowance
for the irreversible work done during the simulations.

The Gaussian drift and least squares methods were applied
to actual SMD simulation data from a phospholipid membrane
monolayer system, depicted in Figure 2. The system and sim-
ulation parameters are described elsewhere.9 The lipid was
pulled by a spring with velocityv 5 0.014 Å/ps and spring
constantk 5 700 pN/Å. A friction constant ofg 5 4000 pNz
ps/Å was assumed for both methods, which compares well with
the value obtained in other MD simulations, e.g., 5000 pNz
ps/Å18 and 2000 pNz ps/Å.16

Results of PMF reconstruction using the latter two methods
are shown in Figure 2. The reconstructions exhibit several
important features. First, the peaks in the applied force (top

Figure 2. (left) Lipid partially extruded from phospholipid monolayer; (right) Application of PMF reconstruction methods to
SMD time series data59.
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graph) atx 5 3.1, 5.6, and 8.5 Å line up with the uphill slopes
of both PMF reconstructions. Second, the height of the barrier
at the first peak is approximately 1.5 kcal/mol, an appropriate
height value for the breaking of a single hydrogen bond.9 Third,
the action minimization reconstruction (bottom graph) is es-
sentially identical to the Gaussian drift reconstruction (middle
graph).

APPLYING STEERED MOLECULAR
DYNAMICS

We will demonstrate the viability of SMD through three re-
search projects that are ongoing or are presently being initiated
in our group. Numerous other projects could have been se-
lected for the same purpose. In fact, our group is often ap-
proached with new suggestions for collaborations and we ex-
pect that computational modeling will see many exciting
applications of SMD being completed over the next years.

Stretching of Mechanical Proteins

Our research group started modeling protein domain unfolding
under mechanical strain in 1997. We were the first group that
attempted to investigate this problem in atomic-level de-
tail.11–14 We began with a SMD study on forced unfolding of
titin immunoglobulin domain I27.11 It is noteworthy that Ig and
FnIII constitute b-sandwich domains with N-terminal and
C-terminal strands parallel to each other, but pointing in op-
posite directions. In the natural function of these domains as
well as in AFM and optical tweezer experiments, the forces
arising stretch apart the termini. The stretching protocols we
have used are constant velocity stretching and constant force
stretching. The constant velocity stretching simulations of I27
stretching were carried out by fixing the Ca atoms of the first
residue (Leu1 in I27), and by applying external forces to the Ca

atom of the last residue harmonically to a restraint point and
moving the restraint point with a constant velocity,v, in the
desired direction. The procedure adopted is equivalent to at-
taching one end of a harmonic spring to the Ca atom of the last
residue and pulling on the other end of the spring. This is
similar to the procedure performed on titin and tenascin in
AFM experiments,33,36 except that the pulling speeds adopted
in the simulations are about six orders of magnitude higher than
those in the experiment.

The forces experienced by the pulled atom in constant ve-
locity stretching are described in Equation 1. Herex is the
position of the pulled atom,xo is its original position,v is the
pulling velocity,vt is the position of the restraining point, and
K is the spring constant. The pulling direction was chosen
along the vector from the Ca atom of the first residue to the Ca

atom of the last residue. We chose forK a value of 10kBT/Å2

with T 5 300 K; this choice implies spatial (thermal) fluctua-
tions of the constrained Ca atom ofdx 5 =kBT/k 5 0.38 Å. To
realize a movement of the restraint point with nearly constant
velocity, the position of the restraint point was changed every
100 fs byvDt.

SMD simulations of constant force stretching were imple-
mented by fixing the N-terminus of the domain I27 and by
applying a constant force to the C-terminus along the direction
connecting the initial positions of N-terminus and C-terminus.
The atomic coordinates of the whole system were recorded
every ps. For constant velocity stretching, the elongationd(t),

defined as the increase of the end-to-end distance between the
termini from that of the native fold, was monitored along with
the forceF(t). For the analysis presented below, often the force
was plotted as a function of extensiond. The (F(t), d(t) graphs
are referred to as force-extension profiles. In the case of the
constant force stretching, the elongationd(t) was recorded and
plotted as (d(t), t), which is referred to as the extension curve.

The recorded force-extension curve qualitatively agrees with
the AFM data: we observed a dominant force peak at short
extension during the stretching. Detailed simulation trajectory
analysis suggest this force peak was caused by the concurrent
breakage of a set of backbone hydrogen bonds betweenb
strands A9 and G (Figure 3).

We further studied the forced I27 unfolding to connect
quantitative results of simulations with data from AFM obser-
vations.14 We showed that if constant forces stronger than 50
pN are applied to the terminal ends, the two hydrogen bonds
between the antiparallel A and Bb-strands break with a con-
comitant 6–7 Å elongation of the protein. This is in agreement
with a recent AFM observation that an initial elongation of 6 Å
in I27 is exhibited when a stretching force of 50–100 pN is
applied.65 If constant forces strong enough to unfold the do-
main are applied, the protein is halted after initial extension
until the set of all six hydrogen bonds connecting strands A9
and G break simultaneously. We noticed the halt time de-
pended on the value of the force applied to the domain. Even
with the same force, the halt time varied with different initial
conditions, with the distribution of the halt time agreeing well
with a theoretical prediction that accounted for a barrier sepa-
rating folded and unfolded states. We also demonstrated that
SMD simulations that induce unfolding through slow pulling
(speed 0.1 Å/ps) predict unfolding forces that are within a
factor of two of force values extrapolated from AFM observa-
tions.14

We have also studied the unfolding process of FnIII under
stretching.12 The tenth type III module of fibronectin, FnIII10,
mediates cell adhesion to surfaces via its integrin binding74

motif, Arg78, Gly79, and Asp80 (RGD), which is placed at the
apex of the loop connecting itsb-strands F and G. SMD
simulations in which tension was applied to the protein’s
terminal ends revealed that theb-strand G (C-termini strand) is
the first to break away from the module upon forced unfolding,
while the remaining fold maintains its structural integrity.12

The separation of strand G from the remaining fold resulted in
a gradual shortening of the distance between the apex of the
RGD-containing loop and the module surface, which poten-
tially reduces the loop’s accessibility to surface-bound inte-
grins.75 The shortening is followed by a straightening of the
RGD loop from a tightb-turn into a linear conformation which
suggests a further decrease of affinity and selectivity to inte-
grins. The RGD loop is therefore strategically located to un-
dergo strong conformational changes in the early stretching
stages of the module, and thus constitutes a mechanosensitive
control of integrin recognition.

Additionally, we have performed SMD simulations on 10
different protein domains that have not been studied by AFM
experiment.13 The stretching simulations, each 0.6 ns in dura-
tion, reveal two types of protein responses: the first type,
arising in certainb-sandwich domains, exhibits unfolding only
after a force above 1500 pN is applied; the second type, arising
in a wider class of protein domain structures, requires signifi-
cantly weaker forces for unfolding. In the first case, strong
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forces are needed to concertedly break a set of interstrand
hydrogen bonds that protect the domains against unfolding
through stretching; in the second case, stretching breaks back-
bone hydrogen bonds stabilizing the structure one-by-one, and
does not require strong forces to unfold the domain.

Antibody–Antigen Interactions

Our preliminary work has focused on building models for
studying conformational and dynamical differences of four
different crystal structures of the catalytic antibody and its
mature form 48G7. The four antibody structures are: (i) germ-
line bound to hapten, (ii) germline unbound, (iii) mature bound
to hapten, and (iv) mature unbound.

Our initial goal was to determine if the fluctuations of the
germline unbound antibody are larger than the fluctuations of

the three other structures of the protein, following the “confor-
mational hypothesis” suggested by the crystal structures.50 We
performed semi-empirical calculations to obtain a set of pa-
rameters for the antigen molecule—a nitrophenyl phosphonate
transition-state analog—to obtain an accurate force field for
subsequent molecular dynamics simulations. The four crystal
structures were hydrated initially with a thin (10-Å) hydration
shell, leading to a size of;15,000 atoms for each of the four
hydrated crystal structures. Molecular dynamics simulations of
these systems were performed using the CHARMM program76

at room temperature for up to 450 ps for each antibody struc-
ture. The simulations were run on 8 processors of a Beowulf
cluster of Pentium-II processors, taking;10 days per simula-
tion of 450ps. The fluctuations of the atoms around their
average value for each of the antibodies were determined. We

Figure 3. SMD study of I27 unfolding under mechanical strain. (a) Key steps of I27 unfolding identified by SMD. The domain
is drawn in cartoon representation and key hydrogen bonds between strands A-B, and between A9-G are shown as dotted lines.
Left is a snapshot of I27 extended by 10 Å. Right is a snapshot of I27 extended by 17 Å. (b) Force extension curves of I27
extended by constant velocity stretching SMD with 3 different velocities.
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observed that the flexibility of the germline antibody is gener-
ally higher than that calculated for the mature antibody for
short simulation times (see Figure 4).

However, the thin hydration shell used led to a severe
distortion of the antibody structure and, therefore, introduced
artifacts at long simulation times. A simulation test was then
performed with a larger spherical hydration shell, which pre-
served the antibody structure, but at a higher computational
overhead (a molecular size of more than 40,000 atoms per
system). Simulations of an antibody with a large hydration
shell, using a switching cutoff function between 10 Å and 12 Å
for nonbonded interactions, with an integration time step of 1
fs, took;14 days for 500-ps simulation time on 8 processors
of a Pentium-II cluster, employing our group’s NAMD2 pro-
gram.77 From these preliminary results we conclude that a more
realistic hydration model of the crystal structures will allow us
to quantify in a reliable way a structural change over long
periods of simulation. New molecular dynamics simulations
will be performed on these antibodies with a larger hydration
shell. The structure thus modeled will be reliable and stable
over relatively long periods of simulation time, allowing the
use of SMD to study how these stable structures respond to
perturbation and unbinding of the hapten.

Conduction of Ions Through Channels

In the SMD simulations of the potassium channel, a force
directed along the channel axis was applied to a single potas-

sium ion to facilitate its passing across the channel. The applied
force had the formFW (z, t) 5 K(vt 2 z)ẑ (cf. Equation 1), where
z is the coordinate of the ion along the channel andt is the
elapsed time of the simulation. Since the channel is essentially
cylindrically symmetric about its central axis, steering the ion
with a unidirectional force directed the ion along nearly the
same path as that taken by a free ion. An applied force of this
form does not restrain the ion within the plane of the channel.
However, if the spring constant is sufficiently stiff, the ion is
virtually guaranteed to pass completely through the selectivity
filter in time t 5 d/v, whered ' 12 Å is the thickness of the
selectivity filter.

Results from three simulations (Sim 1, Sim 2a, Sim 2b) will
be described. Sim 1 begins with a single ion in the central
cavity. Sim 2a and Sim 2b both begin with one ion in the
central cavity and one ion at the first binding site, between
residues 75 and 76. In Sim 1, the ion was guided through the
filter with a restraint moving at a velocity of 20 Å/ns. The
restraint was held fixed and the system equilibrated for 20 ps
before beginning SMD. In Sim 2a and Sim 2b, only the trailing
ion (i.e., the ion that began in the central cavity) was restrained.
The restraint was moved with velocity 20 Å/ns in Sim 2a and
10 Å/ns in Sim 2b. In addition, during Sim 2b, harmonic
constraints of strength 10 kcal/mol/Å2 were applied to the
alpha carbons of residues 74–80. These constraints maintain
the tertiary structure of the filter while still permitting peptide
isomerizations to occur. All three SMD simulations were run at

Figure 4. RMSD around average positions of alpha carbons for the variable region of the antibodies, calculated from the first
40 ps of a simulation with thin hydration shell. Residues 1 to 115 are from the light chain, residues from 116 are from the
heavy chain. Solid line: germline unbound antibody, dashed line: mature unbound antibody.
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constant volume and temperature with a damping constant of
10 ps21 to avoid local heating of the channel. The spring
constantK was 5.0 kcal/mol/Å2 in all cases, which corresponds
to a thermal mean-square fluctuation of about 2 Å.

In the following, PROn, wheren 5 1, 2, 3, 4, refers to one
of the four subunits of the protein. Elapsed time is measured
from the beginning of SMD pulling, i.e., after equilibration of
the membrane-protein system and the placement of ions.

Simulation 1: Though the crystal structure55 of KcsA
showed two potassium ions in the selectivity filter, it is still of
interest to compare the dynamics of a single ion in the filter
with that of multiple ions. In Sim 1, a single ion was guided
through the filter in 1 ns.

The first force peak, as seen in Figure 5a at time 126–133,

occurs as the ion moves past the PRO3 carbonyl oxygen over
a potential energy barrier, as reflected in the drop in the applied
force at 133 ps. The ion resides in an energy minimum due to
favorable ion–backbone interactions with residue 75 of three of
the four subunits.

The second peak in the applied force, at 195–199 ps, occurs
as the ion moves into the chamber between Thr75 and Val76.
Even at this range, the interactions with Val76 and Gly77 are
noticeably stronger, while the interaction with Thr75 remains
unchanged.

An interesting peptide isomerization occurs at 380–390 ps,
as the PRO3 carbonyl oxygen of Val76 swings around to
coordinate the potassium ion in the channel. The ion–backbone
interaction energy for PRO3 drops from215 to235 kJ/mol. A

Figure 5. Time evolution of the applied force and of the position of the ion inside the selectivity filter during (a) Sim 1, (b)
Sim 2a, and (c) Sim 2b.
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later isomerization of the backbone at this site, occurring when
the ion is nearly out of the channel, is attributable to interac-
tions with water in and around the filter.

Except for the two early force peaks, there are no sharp
features in the force time series. Examination of the trajectory
reveals that this is due to the ion traversing the chambers of the
four monomers separately; i.e., favorable and unfavorable in-
teractions with backbone atoms of the four monomers are not
synchronized. This interpretation is strengthened by an inspec-
tion of the ion–backbone interaction energies. Between the
sharp jumps in the energies, the time series exhibit a gradual
rise, as the monomers that are interacting most strongly with
the ion “follow” the ion out until it leaves the chamber alto-
gether.

Simulation 2a: As seen in Figure 5b, the period 239–250
ps corresponds to a gradual transition in which the first ion
moves from the second chamber into the third, followed 10 ps
later by the trailing ion. Interactions between the trailing ion
and Thr75 are constant during this time, while interactions with
Val76 and Gly77 become more favorable.

At 400 ps, the leading ion moves into the next chamber.
There is a small applied force peak at this time, but no drop.
The intervening chamber is left unfilled by the trailing ion for
approximately 100 ps. At 500 ps, the trailing ion moves into the
chamber behind the leading ion, overcoming its attraction to
Thr75 and Val76, but moving into a more favorable interaction
position with Gly77. During this period of 100 ps the interaction
with Val76 of PRO3 is rather weak. The trailing ion overcomes
an energy barrier of 50 kJ/mol due to interactions with the
backbone.

Just after the trailing ion moves in, PRO3 isomerizes to
bring the carbonyl oxygen of Gly77 into favorable alignment
with both potassium ions. The isomerization stabilizes the
backbone by 30 kJ/mol.

At 795–800 ps, the two ions make a concerted transition to
the next pair of chambers. Almost simultaneous with this event,
the Gly77 carbonyl oxygen swings back to its former position.
Since the Gly77 oxygen swings away from the ions, the PRO3
interaction drops immediately; the other segments continue to
interact strongly until 878 ps elapsed time, when the trailing
ion leaves the filter.

Simulation 2b: As seen in Figure 5c, during the first ns the
interaction of the trailing ion with Val76 of PRO1 and Val76 of
PRO4 increases steadily. After 1,087 ps, the two ions make a
concerted motion into the next chamber. Very shortly thereaf-
ter (5 ps), the Val76 carbonyl oxygen of PRO3 swings around
toward the two ions on either side of it. This is similar to the
isomerization of Gly77 seen in Sim2a.

A second concerted movement is seen after 1432 ps,
accompanied by only a small rotation of Val76 in PRO3,
which serves to keep the oxygen closer to the ions. The last
movement occurs after 1,854 ps, with no major change in
the backbone.

Examination of the interaction energies reveals that, be-
tween the first and third ion transition events, the trailing ion
interacts with all four Val76 residues with equal strength, and
equally with three of the four Gly77 residues. The force graph
(Figure 5c) also shows very sharp, well-defined peaks with
quick drops thereafter.

CONCLUSIONS

Binding and unbinding of noncovalently attached biomolecules
are at the heart of many important processes and are the target
of experimental investigations. SMD may serve to interpret
measurements and suggest new experiments. The rapidly
growing computer power available for simulations and increas-
ing time resolution of experimental techniques will provide the
basis for further advances in the method and will help bridge
the gap in time scales between computer simulation and ex-
periment.
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