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The membrane protein bacteriorhodopsin contains all-trans-retinal in a
binding site lined by amino acid side groups and water molecules that guide
the photodynamics of retinal. Upon absorption of light, retinal undergoes a
subpicosecond all-trans ] 13-cis phototransformation involving torsion
around a double bond. The main reaction product triggers later events in
the protein that induce pumping of a proton through bacteriorhodopsin.
Quantum-chemical calculations suggest that three coupled electronic states,
the ground state and two closely lying excited states, are involved in the
motion along the torsional reaction coordinate /. The evolution of the
proteinÈretinal system on these three electronic surfaces has been modelled
using the multiple spawning method for non-adiabatic dynamics. We Ðnd
that, although most of the population transfer occurs on a timescale of 300
fs, some population transfer occurs on a longer timescale, occasionally
extending well beyond 1 ps.

Introduction
Bacteriorhodopsin (bR) is a protein which realizes the simplest known form of biological
photosynthetic energy storage, absorbing light and converting its energy into a proton
gradient across the cellular membrane of archaebacteria through vectorial proton trans-
location.1 bR, as its name indicates, is closely related to rhodopsin, the protein which
acts as the primary light detector in the visual pathway of higher life forms. Recent
reviews which discuss structure, function and spectroscopic properties of bR are given in
ref. 2È6.

Bacteriorhodopsin has been an ideal system for investigations by physical chemists
seeking information about the proteinÏs dynamics and function, for three main reasons :
The protein is unusually stable, it exhibits strong spectral shifts in the 400È600 nm range
which are nearly uniquely connected to reaction intermediates,5 and it is possible to
measure its time-dependent vibrational spectra, characterizing geometries as well as
protonation states.2 A high-resolution structure of bR, a prerequisite for a true under-
standing of the mechanism by which the protein couples its initial photoreaction to
proton transport, Ðrst became available through the work of Henderson and co-
workers.7,8 More recently, two other groups have reported more detailed structures.9,10
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448 Photoisomerization of retinal in bacteriorhodopsin

The current structures reveal a pathway for the conduction of protons through the
protein, lined with water molecules, in accord with previous predictions of molecular
modelling.11

In order to solve the riddle of the proton pump mechanism of bR, i.e. how proton
transport is coupled to light absorption, one must focus on the photodynamics of the
retinal chromophore which intercepts the proton conduction pathway. At the beginning
of the photocycle, retinal is bound to the protein in an all-trans isomeric state through a
Schi† base (CxN) linkage to a lysine side chain. It has been shown that the protonated
Schi† base is directly involved in the proton translocation. After the initial photoprocess,
and a series of spectroscopically well characterized intermediate states, the Schi† base
proton is eventually transferred to the Asp85 side group of bR (to be later replenished
from the Asp96 side group). The arrangement of the mentioned constituents, as shown
in Fig. 1, is consistent with proton pumping in bR which, under native conditions,
occurs from the cytoplasmic side to the extracellular side.

The key missing link for understanding the proton pump mechanism of bR is the
exact nature of the photoproduct which triggers both proton release from retinal to
Asp85 (the latter being connected to the extracellular side through a water channel), and

Fig. 1 bR and retinal binding site. Retinal is shown in van der Waals sphere representation, and
part of nearby residues are shown in surface representation. Transmembrane helices A, B, E, F, G
are shown as cylinders, and helices C, D are shown as thin tubes to reveal the retinal binding site.
Note that the rendering of the retinal, for the sake of clarity, does not show hydrogen atoms ; as a

result retinal appears less voluminous than in reality. This Ðgure was created with VMD.58
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a switch of retinalÏs Schi† base to a state in which the CxN group is protonated from
Asp96 (in contact with the cytoplasmic side). Vibrational spectra of retinal reveal that it
photoisomerizes around its bond (see Fig. 2 for an identiÐcation of this bondC13xC14in retinal). Optical spectroscopy has also demonstrated that the initial photoisomeriza-
tion proceeds within ca. 600 fs and is followed by a relaxation period of 2È3 ps. After
this relaxation, the Ðrst intermediate that can be stabilized under low-temperature con-
ditions is formed.12,13 Because of its ultrafast nature, the photodynamics connecting
all-trans- and 13-cis-retinal constitutes an elementary physical process. Furthermore, the
role of the protein is to provide a unique cavity (see Fig. 1) which stabilizes the product
state. One expects that the molecular structure of the Ðrst intermediate state will reveal
the pump mechanism; however, identiÐcation of this state at the level of detail relevant
for the control of proton transfer reactions poses a great challenge.

Theoretical chemistry may meet this challenge before experiment does. Molecular
dynamics simulations, in principle, can extrapolate the dynamics of bR from the initial
state, provided through X-ray di†raction and electron microscopy,8h10 and can also
master the short timescale of the photoreaction of bR. However, two obstacles must be
overcome for such simulations to be accurate. First, one requires a faithful description of
the potential-energy surfaces (PESs) governing the photoisomerization of retinal.
Second, a suitable algorithm for describing the photoreaction on multiple-coupled PESs
must be applied. These difficulties are compounded by the fact that the protonated Schi†
base of retinal has two closely spaced excited states. The excited states stem from the
well known low-lying optically forbidden state and the optically allowed state in1Ag 1Bupolyenes.14,15 Although the ordering of these states is expected to switch in protonated
Schi† base polyenes like retinal,16 nevertheless, they remain close. The higher-energy
state, characterized by its predominant doubly excited character, is expected to lower its
energy upon rotation around a double bond in bR. Thus, one expects three electronic
states and at least two level crossings to play a role in the photodynamics (see Fig. 3).

In earlier studies, a mean-Ðeld approach (density matrix evolution17) was used to
approximate the photoreaction dynamics on multiple PESs.18 However, the approx-
imations involved in these calculations are known to fail when widely di†ering outcomes

Fig. 2 Retinal binding site of bR. Retinal, Asp85, Asp212 and Ðve nearby waters are drawn as
CPK models. The inset shows a side view and distinguishes two directions for retinal isomer-

ization : towards Asp85 (I) and towards Asp212 (II). This Ðgure was created with VMD.58
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Fig. 3 The three diabatic PESs assumed in the computation as a function of the torsion angle of
the bond. (È È È) Singly excited electronic state, (ÈÈ) the (product) 13-cis (/\ 0¡) andC13xC14(reactant) all-trans (/\ 180¡) electronic states. The minimum of the singly excited electronic state
is matched to the measured excitation energy of bR. The arrow indicates the electronic excitation

and the inset illustrates part of the retinal backbone.

are possible, such as isomerization in di†erent directions (vide infra). In this contribution,
a formally exact quantum-mechanical procedure (the full multiple spawning method) is
used to study the in situ photodynamics of retinal. The results reveal how the geometry
of the binding site of retinal in bR, together with the topology of retinalÏs electronic
potential surfaces, can steer the photodynamics of retinal towards the key reaction
product which triggers proton pumping. Though suggestive of a particular mechanism,
the results should be considered as preliminary, in view of limitations in the resolution
of the structure of bR available for the present study, and the need for further improve-
ments of electronic energy surfaces and non-adiabatic couplings used in the simulations.
The present paper provides a framework for future studies of the photodynamics of
retinal in bR and of other biological photoprocesses, e.g. in photoactive yellow
protein.19

Theory
The primary all-trans ] 13-cis phototransformation of bacteriorhodopsin proceeds on
three coupled electronic states. The fact that these electronic states are coupled implies
the breakdown of the BornÈOppenheimer approximation. Hence, straightforward solu-
tion of NewtonÏs equations of motion is inappropriate. Instead, the quantum-mechanical
nature of the nuclear degrees of freedom must be confronted. We, therefore, begin with a
short review of non-adiabatic dynamics using the time-dependent quantum-mechanical
approach.20

Consider the time-dependent Schro� dinger equation for a two electronic state system:

i
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where is the projection of the wavefunction onto the ground/excited electronic state.Wg@e(Atomic units are used in this paper, i.e. The ground/excited state Hamilto-+ \ me \ 1.)
nian, is the sum of the kinetic and potential energy operators, and representsHŒ g@e , VŒ gethe non-adiabatic coupling between the two PESs. Typically, only the ground electronic
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state is populated initially, i.e. and at t \ 0. Since the non-SWg oWgT \ 1 SWe oWeT \ 0
adiabatic coupling is usually spatially localized, the ground-state wavefunction will
evolve according to the Hamiltonian as long as the system isHŒ g [HŒ g \TŒ ] VŒ g(R)]
distant from a non-adiabatic region. During such time periods, the population on both
states will remain constant. However, once the ground-state wavefunction approaches
the non-adiabatic region, population will be transferred to the excited electronic surface
and the wavefunction will bifurcate : one part of it will continue to evolve on the ground
electronic state whereas the other part will evolve on the excited electronic state. During
the non-adiabatic event, the motion of the ground and excited state wavefunctions will
be correlated and population may cycle between the two states (i.e. Rabi oscillations).
Once the non-adiabatic region has been traversed, and provided that neither the ground
nor the excited state wavefunctions are trapped in this region, the coupling between the
two components of the wavefunction will decrease to zero. Apart from a phase relation,
both branches will continue to evolve independently under a well deÐned PES, i.e. VŒ g(R)
for motion on the ground-state potential and for motion on the excited-stateVŒ e(R)
potential.

From this short discussion, it is apparent that the modelling of dynamics on
multiple-coupled electronic states is straightforward in the context of a full numerical
solution of the Schro� dinger equation. However, because of the exponential scaling of
computational e†ort with the number of degrees of freedom, an exact integration of the
Schro� dinger equation is practically impossible for large systems, e.g. for bR. For realistic
large-scale simulations, numerically less demanding procedures must be developed. The
full multiple spawning (FMS) method is an example of such a procedure.21h25 Other
methods which have been advanced to model non-adiabatic dynamics include surface-
hopping procedures,26h28 path-integral-based methods,29h31 and mean-Ðeld17,32 and
related approximations.33,34 The relative merits of these approximations have been dis-
cussed previously.21,22,24 The FMS method has been used previously in studies of elec-
tronic quenching,24,35,36 photodissociation37,38 and pumpÈprobe39,40 spectroscopy. It
has been shown to provide a quantitatively accurate description of non-adiabatic
dynamics in multi-dimensional non-adiabatic problems,25 and its relationship to clas-
sical mechanics has been discussed.22

The FMS method uses a time-dependent basis set for the wavefunction. The key idea
behind the method is to expand the size of the basis only during non-adiabatic events,
using the available information to predict the regions of phase space where population
will be created. This dynamical expansion of the number of basis functions is accom-
plished via a spawning procedure, which keeps the basis size manageable while ensuring
that it provides a reasonable approximation to the exact wavefunction. Because classical
mechanics serves as a guide for basis set propagation (and selection), the computational
e†ort remains classical-like (and existing molecular dynamics programs can be
employed) yet quantum-mechanical electronic state-changing e†ects are included. The
method has previously been discussed in detail (see ref. 24 and 25) and we review it only
brieÑy in what follows.

The general multi-electronic state Hamiltonian operator can be written as

HŒ \ ;
I

o ITHŒ
II
SI o] ;

I{EI
o ITHŒ

II{SI@ o (2)

where, unlike in eqn. (1), the electronic states I are denoted in bra-ket notation. As in
eqn. (1), the electronic states are taken to be orthonormal and the operators andHŒ

IIact only on the nuclear degrees of freedom. The FMS method uses a multi-HŒ
II{conÐgurational frozen Gaussian nuclear wavefunction ansatz of the form
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which can be applied for any number of electronic states and nuclear degrees of freedom.
Here, the wavefunction, W, is expressed as a weighted sum over electronic states of
normalized wavefunctions. Every component in this sum is a product of an electronic
wavefunction (i.e. allowed to depend parametrically on the nuclear coordinates) and a
time-dependent nuclear wavefunction. Since each electronic state has its own nuclear
wavefunction, one has direct access to dynamical quantities on each electronic state.
Each of the time-dependent nuclear wavefunctions, t), is represented as a linears

I
(R ;

combination of multi-dimensional Gaussian basis functions41 with time-dependent
amplitudes

s
I
(R ; t)\ ;

j
d
I, j(t)sj
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where the indices I and j label the jth nuclear basis function on electronic state I, and all
the time dependence of the basis functions is explicitly denoted. For multi-dimensional
problems, it is most convenient to use a Cartesian coordinate system and construct each
of the multi-dimensional Gaussian basis-functions in eqn. (4) as a product of 3N one-
dimensional Gaussian functions
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where the index o, o \ 1, 2, . . . , 3N enumerates the 3N Cartesian coordinates for a
system with N atoms. The time evolution of the parameters in each Gaussian is
described according to HamiltonÏs equations of motion, so that each Gaussian state is
centred along a classical trajectory governed by

Rs ojI (t) \ P1 ojI /Mo (7)
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The propagation of the nuclear phase is described byc6
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which involves the classical Lagrangian as well as a contribution from the width of the
Gaussian state. In eqn. (7)È(9), is the mass of the oth atom, is the potentialMo V

I
(R)

energy for state I, and the overdot denotes a time derivative. Note that a single nuclear
phase factor, is associated with each multi-dimensional Gaussian [cf. eqn. (5)]. Inc6

j
I(t),

general, the time-independent width that is associated with each Gaussian, shouldaojI ,
be viewed as a parameter chosen heuristically ; it has been previously found that, for
suitable ranges of parameter values, the results are independent of its speciÐc value.

Given the orthonormality of the electronic states, the remaining equations of motion
for the quantal amplitudes for being in the nuclear basis state j on the electronic state I
at time t, are given by the time-dependent variational principle22,24,41D

j
I(t)\ C

I
(t)d

I, j(t),[or equivalently by substituting the wavefunction ansatz of eqn. (3)È(5) into the time-
dependent Schro� dinger equation] as
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where is the time-dependent overlap matrix of the Gaussian basis functions on elec-S
Itronic surface I, is the sub-block of the Hamiltonian matrix describing the inter-H

II{action between basis functions on electronic state I and I@ and is the matrixS0
Irepresentation of the right-acting time-derivative operator, i.e.
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In the adiabatic representation, the electronic part of the Hamiltonian is diagonal
(by deÐnition) and so the only o†-diagonal matrix elements of the total Hamiltonian are
due to the nuclear kinetic energy operator. On the other hand, in the diabatic represen-
tation (used in the model study of bR described in this paper) the electronic basis is
chosen so that the kinetic energy operator is diagonal (exactly or e†ectively) and it is the
potential energy (i.e. the electronic Hamiltonian) that has o†-diagonal matrix elements.

Having detailed the equations of motion for the electronic and nuclear degrees of
freedom [eqn. (10) and (7)È(9), respectively] we now discuss the selection of basis func-
tions representing population created after a non-adiabatic event. The dynamical expan-
sion of the basis set (which we refer to as spawning) is one of the most important
features of the method, governing both its numerical convergence and computational
feasibility. Basis functions are spawned, i.e. added to the basis set, only during non-
adiabatic events and, hence, we must Ðrst deÐne a “non-adiabatic event. Ï In the diabatic
representation we deÐne an e†ective non-adiabatic coupling strength for each basis func-
tion as

H
II{eff(R) \

K SI oHŒ
II{ o IT

V
I
(R) [ V

I{(R)
K

(15)

(see ref. 24 for the equivalent expression in the adiabatic representation). When the mag-
nitude of the coupling strength for a given basis function exceeds a predetermined
threshold, this basis function is considered to be in a non-adiabatic region. At this time,
basis function must be introduced (i.e. spawned) on the coupled electronic state (I@)
which will represent the non-adiabatic population transfer. For problems of chemical
interest, the regions of e†ective non-adiabatic coupling are, typically, spatially local-
ized.42,43 By introducing the concept of a non-adiabatic event, unnecessary spawning
attempts are avoided when the interstate coupling is negligible.

Once a basis function has entered a non-adiabatic region, it is propagated until the
e†ective coupling falls below the spawning threshold in order to determine the “crossing
timeÏ, i.e. the time during which the e†ective non-adiabatic coupling exceeds the spawn-
ing threshold. The crossing time is divided into equal intervals and within each ofNsthese intervals a basis function is spawned with zero population and with the same
position as its parent. (Thus, is the number of spawned basis functions per traversalNsof the non-adiabatic region.) The classical energy of the spawned basis function is
required to be the same as that of its parent and, therefore, its momentum needs to be
adjusted. Herman has shown that the best possible adjustment in the near-classical limit
is along the non-adiabatic coupling vector,44 a choice used previously by Tully on
physical grounds.26 Once the position and momentum of the newly spawned basis func-
tions are known, they and the parent function are propagated backward in time to the
beginning of the non-adiabatic event. At this point, the actual forward propagation
continues, including the solution of the trajectory amplitudes for the newly spawned
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basis function(s). The procedure that we use allows also for back-spawning, i.e. a newly
populated electronic state is allowed to transfer population back to the other electronic
state. Furthermore, we reject attempts to spawn basis functions that are redundant with
other (occupied or unoccupied) basis functions on the same electronic state. By doing so
we avoid the wasteful spawning of functions which, in any case, will be removed when
the nuclear overlap matrix [S in eqn. (10)] is inverted by a singular value decomposition
procedure. In summary, the outlined procedure implies a forward propagation of a set
of coupled electronic and nuclear equations of motion which is interrupted whenever a
basis function enters a non-adiabatic region. At this point the above-described forward
propagation, spawning and backward propagation is performed.

Many technical details, such as the speciÐc choice of the various parameters that
govern the numerical convergence of the method, as well as the initial values of the
electronic and nuclear parameters that specify the initial wavefunction, are discussed in
the next section.

Method
PESs

The three PESs used to model the photoisomerization of bR di†er only in their depen-
dence on one torsional coordinate : the angle / about the double bond. TheC13xC14model treats the crossing between the 13-cis and the all-trans states as an avoided cross-
ing, rather than a true one, i.e. a conical intersection.45,46 Proper accounting of conical
intersections requires that the PESs of the coupled electronic states di†er in at least two
coordinates, for example the torsion and bond stretching. The functional formC13xC14of the /-dependent diabatic PESs (see Fig. 3) and of the /-independent non-adiabatic
coupling constants was chosen such that their diagonalized form (in the adiabatic
representation) approximates the ab initio surfaces of the and states in a retinalS0 , S1 S2analogue We have also required that[CH2w(CH)3w(C2H3)w(CH)2wNHwCH3]`.
the vertical excitation energy be in agreement with the known excitation energyS0] S1in retinal (50 kcal mol~1).2 The magnitude of the constant non-adiabatic potential-
energy coupling terms and (the indices 1, 2 and 3 refer to the 13-cis, all-V12 , V13 V23trans and singly excited states, respectively, see Fig. 3) were set to 0.5, 1 and 1 kcal
mol~1, respectively. This is considerably lower than would be estimated from the split-
ting in the ab initio PESs. However, ab initio prediction of energy gaps at avoided cross-
ings can be very sensitive to the level of theoretical sophistication. Furthermore,
previous simulations of the photoisomerization process with (mean-Ðeld) density matrix
evolution methods17,18 showed that the quoted values resulted in a quantum yield that
was in good agreement with the experimentally observed one (0.64).47h50

Molecular dynamics

At each point in time, the FMS method requires positions, momenta and forces for all
the atoms as well as the nuclear phase according to eqn. (7)È(9) in order to build up the
multi-dimensional time-dependent nuclear wavefunction. The method further requires
that the forward and backward propagation of basis functions through the non-
adiabatic region be time-reversible on the timescale of the non-adiabatic event, requiring
the use of a small time step (1 fs). HamiltonÏs equations of motion were propagated
using the velocity form of the Verlet integrator51 in a standard molecular dynamics
scheme.

The simulations started with the reÐned structure reported in ref. 11, which isbR568based on a structure of bR obtained by electron microscopy.7 The structure of the
retinal binding site is similar to the more recent structures obtained by electron
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microscopy8,10 and X-ray crystallography.9 The reÐned bR structure was equilibrated
for 15È20 ps and conÐgurations were randomly selected as the initial structures for the
simulation runs. The RMSDs between the chosen initial conditions are ca. 1 onÓ,
average.

The simulations were carried out in vacuum at 300 K, with a uniform relative per-
mittivity of 1 and a 14 cut-o† for Coulomb forces. The charmm19 force Ðeld andÓ
parameters52 were employed for all atoms except retinal, where a set of parameters
calculated using ab initio quantum chemistry was employed.18

FMS method

Since the FMS method is derived from a variational principle it must converge to the
numerically exact quantum-mechanical results, provided enough basis functions are
used. In the case of bR, all 3762 atoms are explicitly included in the simulations (i.e. the
multi-dimensional nuclear wavefunction in eqn. (5) was written as a product of
3 ] 3762 \ 11 286 one-dimensional Gaussian functions). Thus, it is computationally
impractical to ensure convergence with respect to all the parameters that deÐne the
time-dependent basis set and govern its size.

The same width parameter, was used for all the coordinates on all three surfacesaojI ,
and its value was set to 10 This value is consistent with typical values obtained fora0~2.
CwC and CwH bonds in the harmonic approximation (where the natural choice for the
width is related to mass and frequency41). Test simulations including only the retinal
backbone showed that the branching ratio is insensitive to the width parameter for
choices in the range 8È14 These test simulations were also used to determine thea0~2.
magnitude of the e†ective non-adiabatic coupling [eqn. (15)] that triggers spawning. By
running a few sample trajectories, and examining the magnitude of the e†ective non-
adiabatic coupling as a function of time, we found that a threshold value of 0.5 is appro-
priate. This does not miss any of the non-adiabatic events which are usually indicated by
“spikes Ï in the e†ective coupling.24 The number of spawned basis functions per traversal
of the non-adiabatic region, was set to one. This value is too small to ensure that theNs ,Ðne details of the population transfer, as a function of time, are converged. From our
previous experience, should be set to 3 or more in order to ensure this. In previousNsstudies, we have found that Ðnal branching ratios are within 5% of their converged
values with Ns \ 1.

We assume that only the singly excited electronic state (see Fig. 3) is initially popu-
lated. The initial state is modelled as a stationary state using a linear combination of
sixteen uncorrelated nuclear basis states. Each of these states is parametrized by a single
classical trajectory. (The equilibration procedure used to generate the initial conditions
for the uncorrelated classical trajectories was discussed in the previous sub-section.) The
initial amplitude of each basis function is set to unity and the trajectories are propagated
sequentially. In principle, in order to model the dynamics of the initial nuclear wave-
function correctly, all the trajectories should be followed simultaneously thereby allow-
ing the amplitudes to be coupled via the intrastate term in eqn. (10). Given the shortH

IIpropagation time to the non-adiabatic region and the fact that the basis functions are
not correlated (i.e. at t \ 0 the overlap between any two nuclear basis functions is zero),
the importance of these intrastate interferences for such a large system is not yet clear.
In what follows we refer to each of the 16 trajectories as a “runÏ and we discuss expecta-
tion values for both single runs and for the ensemble of 16 runs. Each of the 16 runs
typically spawns 10 additional trajectories/basis functions.

A split-operator procedure53 was used to propagate the set of coupled nuclear and
electronic equations of motion [eqn. (7)È(9) and (10), respectively] in the diabatic repre-
sentation. This approximation avoids the need to evaluate the diagonal matrix elements
of the Hamiltonian in eqn. (10)] and the time derivative of the nuclear overlap[H

II
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matrix in eqn. (10)]. Since the diabatic potentials are coupled by a constant[S0
Ipotential-energy coupling term, we were able to evaluate the o†-diagonal matrix ele-

ments of the Hamiltonian in eqn. (10)] analytically. The electronic amplitudes[H
II{(magnitude and phase) of the three electronic states and various (electronic state

projected) nuclear observables, that we deem important for understanding the dynamics,
were monitored as a function of time. Since the results are averaged over only a small
number (16) of runs we centre our discussion on single runs and not on averaged results.

Results
Following optical excitation from the ground state all-trans PES to the singly excited
state surface, retinal rotates around its bond. The time evolution of the popu-C13xC14lation on one of the product states, the 13-cis state, is shown in Fig. 4. The spawning
procedure that we employ results in a smooth population transfer, both for single runs
and for the averaged results. We Ðnd that, although most of the population transfer
occurs on a timescale of 300 fs, some population transfer occurs on a longer timescale,
occasionally extending well beyond 1 ps (not shown). The Ðnal value of the population
on the 13-cis electronic state, i.e. the photoisomerization quantum yield, is 48%. Con-
sidering the uncertainty in the electronic coupling between the all-trans and 13-cis elec-
tronic states and the statistical error due to our limited sample of 16 initial states, this
value is in reasonable accord with the experimentally observed quantum yield of
0.64^ 0.04.47h50 The Ðnal value of the population on the all-trans electronic state is less
than 1% (not shown). However, this result may be biased because we do not allow for a
true crossing, i.e. a conical intersection, at the second crossing event, but rather model it
as an avoided crossing (see Fig. 3).

As expected, the averaging procedure washes out some of the dynamical details of
the population transfer which are observed in single runs (full and dashed thin lines in
Fig. 4). Whereas the average population transfer is rather smooth, single runs show
signiÐcant structure in the time dependence of the population transfer. The most promi-
nent feature of the single runs is the, often observed, signiÐcant back transfer. Because
the back transfer may (and does) occur at di†erent time periods in di†erent runs, only
traces of it are observed in the averaged results and even these traces may be washed out
upon averaging over a larger ensemble of runs. Since, in di†erent runs, both the begin-

Fig. 4 Population on the 13-cis electronic state as a function of time. (ÈÈ) Average result ; (ÈÈ)
and (È È È) dashed lines : two typical single runs. Note that, whereas the average population trans-

fer increases monotonically, signiÐcant back transfer is observed in single runs.



M. Ben-Nun et al. 457

ning of the population transfer and its duration are quite di†erent, the average duration
of the population transfer is much longer than would be expected from the results of a
single initial condition.

Before we proceed to discuss other expectation values, such as the torsion around
the bond, it is instructive to distinguish between di†erent isomerization path-C13xC14ways and products thereof. The all-trans ] 13-cis photoisomerization may proceed
either clockwise or counter-clockwise, i.e. the Schi† base may rotate in the direction of
Asp85 or in the direction of Asp212 (see Fig. 2). In either case, the isomerization pro-
ducts may assume two distinct structures. The Schi† base NwH` bond [which in the
initial state is pointing toward the extracellular side (see Fig. 1)] may be oriented toward
the cytoplasmic side of the protein or it may point approximately parallel to the plane of
the membrane dividing cytoplasmic and extracellular spaces (see Fig. 5). If the isomer-
ization proceeds via rotation in the direction of Asp85 and the latter structure is formed,
then the NwH` bond remains connected to Asp85 via a hydrogen bond with an inter-
mediate water molecule. Since, in a single run, the FMS method generates a wavefunc-
tion, which is represented as a linear superposition of basis functions parametrized using
classical trajectories, the dynamics observed is quite rich and care must be taken in
analysing the results. For example, we Ðnd that di†erent basis functions (during the
same simulation) may sometimes behave very di†erently. In such a case, the total wave-
function is delocalized and expectation values computed using this delocalized total
wavefunction do not provide much useful dynamical information. Hence, in what
follows, we discuss expectation values computed using the total wavefunction ; yet, when
required, we also discuss the behaviour of single basis functions. Because the Ðnal elec-
tronic population on the all-trans electronic state is negligible, we limit our discussion to
expectation values on the singly excited and 13-cis electronic states.

All four of the above described scenarios, i.e. rotation toward the Asp85 or Asp212
with the Schi† base pointing up or sideways in the photoisomerization products, were
observed in the ensemble of runs. Rotation in the Asp212 direction was less common
than in the Asp85 direction. In the rare cases where the Schi† base rotated in the Asp212
direction and pointed sideways in the photoproduct, a hydrogen bond linking the Schi†
base and water molecule was observed (see Fig. 2 and Fig. 6). In these cases, the“WA Ï
Schi† base “drags Ï water molecule i.e. the water molecule which bridges the Schi†WA ,
base and Asp212, with it during the photoisomerization. Since this scenario was very
uncommon we chose not to show it, but rather focus on more typical isomerization
routes.

Fig. 5 (a) Photoisomerization product case 1 for which the retinal Schi† base proton points to
Asp96. (b) Photoisomerization product case 2 for which the retinal Schi† base proton points to

water, which forms a hydrogen bond with Asp85. This Ðgure was created with VMD.58WC ,
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Fig. 6 Expectation values on the singly excited electronic state (È È È) and on the product 13-cis
electronic state as a function of time (in fs). Upper panels : the torsion angle. MiddleC13xC14panels : the angle between the NwH` bond and a vector pointing along the membrane normal.
Lower panels : the distance from the Schi† base proton to the oxygen atom of water molecule WA .
The results are for two single runs and the Ðnal population on each electronic state is indicated in

each panel.

The two panels in Fig. 6 present typical examples for runs in which the isomerization
proceeds in the Asp85 direction. In both panels we show expectation values on both the
initially populated electronic state (dashed line) and on the product 13-cis electronic
state (full line). The Ðnal population on each electronic state is indicated in the Ðgure.
The expectation value of the torsion angle as a function of time is shown inC13xC14the uppermost right and left panels. Following excitation from the ground all-trans state
to the singly excited state, retinal rotates around its bond until it approachesC13xC14the Ðrst non-adiabatic region (the singly excited and 13-cis electronic states cross at an
angle of 150¡, see Fig. 3). Since there is a slight barrier en route to the curve-crossing
region, the non-adiabatic events begin at di†erent times (300 vs. 800 fs) in the two runs
(right and left panels). (The beginning of the non-adiabatic event is indicated by the Ðrst
point in time where the expectation value on the 13-cis state is shown.) At early times,
when the wavefunction is in the non-adiabatic region (/B 150¡), the magnitude of the
torsion angle on both electronic states is very similar, yet at the end of the photoisomeri-
zation process it is very di†erent : the singly excited state remains in a trans-
conÐguration (/B 180¡) whereas, on the 13-cis electronic state, the torsion angle librates
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about 0¡ with an amplitude of ca. 20È40¡. In both runs, the duration of the photoiso-
merization process is 250È300 fs. As retinal rotates about the bond the orien-C13xC14tation of the Schi† base NwH` bond varies. The angle between this bond and a vector
pointing along the membrane normal is shown in the middle panels of Fig. 6. In the
initial singly excited state, the Schi† base NwH` bond is pointing “downÏ, i.e. toward
the extracellular side of bR (dashed lines in right and left middle panels). The middle
right panel shows a case where the NwH` bond is oriented toward the cytoplasmic side
of the protein (i.e. up) in the photoproduct. In contrast, the case depicted in the middle
left panel ends with the NwH` bond oriented “sideways Ï, i.e. parallel to the plane of the
membrane. In this latter case the Schi† base is connected to Asp85 via a hydrogen bond
with an intermediate water molecule. As the Schi† base is rotating, the hydrogen bond
between the Schi† base proton and water molecule is broken (lower right and leftWApanels). This water molecule remains bound to the Schi† base proton on the singly
excited state whereas, on the 13-cis state, this bond is broken quite rapidly, within 200 fs.

Finally, we discuss an interesting run that results in isomerization in both the Asp85
and Asp212 directions. The upper panel in Fig. 7 shows the expectation value of the
torsion angle as a function of time on the singly excited state (dashed line) and on the
product 13-cis state (full line). As in Fig. 6, the Ðnal population on these two electronic

Fig. 7 Upper panel : expectation value of the torsion angle as a function of time (in fs)C13xC14on the singly excited electronic state (È È È) and on the product 13-cis electronic state (ÈÈ). The
results (in both panels) are for a single run and the Ðnal population on each electronic state is
indicated in the panel. Lower panel : same as upper panel, but for four basis functions carrying
most of the population (the Ðnal population of the basis functions associated with the 13-cis state
is indicated in the panel). (È È È) Basis functions associated with the singly excited electronic state ;
(ÈÈ) basis functions associated with the 13-cis electronic state. The basis function that ends with
62% of the population rotates toward Asp85, whereas the one that ends with 9% of the popu-

lation rotates toward Asp212.
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states is indicated. The trajectories travelled by four basis functions carrying most of the
population (the Ðnal populations of the basis functions associated with the 13-cis state
are indicated in the Ðgure) are shown in the lower panel of Fig. 7. As in the upper panel,
dashed lines are used for basis functions on the singly excited state and full lines are
used for basis functions on the product 13-cis state. The average expectation values
shown in the upper panel of Fig. 7 are quite similar to those shown in the upper (right
and left) panels of Fig. 6 : the torsion angle isomerizes on the 13-cis state in ca. 300 fs.
However, the details of this run, shown in the lower panel, are much more revealing.
The initially populated basis function (travelling on the singly excited electronic state)
spawns a basis function on the 13-cis electronic state at t \ 600 fs. Shortly after this
basis function is spawned, it “back-spawnsÏ a basis function on the singly excited state.
This basis function, that is propagating on the singly excited state, spawns a basis func-
tion on the 13-cis state at much later time, t \ 1 ps. The two basis functions travelling
on the 13-cis state isomerize on similar timescales, yet via two di†erent pathways : in the
Ðrst basis function (which carries 62% of the population) the Schi† base rotates toward
Asp85 whereas, in the second basis function, (which carries 9% of the population) it
rotates toward Asp212. Both basis functions travelling on the 13-cis electronic state end
with the Schi† base NwH` bond pointing up toward the cytoplasmic side of the
protein (not shown).

Discussion
The results of this study again exemplify the important role of molecular dynamics
simulations in extending investigations on proteins to a level of detail which is beyond
experimental resolution, and crucial for an understanding of the mechanisms of protein
function.6 An entirely quantum-mechanical description of sub-picosecond protein
dynamics has been accomplished on a heuristic potential surface which allows for at
least three qualitatively di†erent reaction pathways. Because of the involvement of
several electronic states, the use of quantum dynamics is essential. Such description is
possible for a large system like bR because of the FMS method.22,24,25 The FMS
method capitalizes on the strength of classical mechanics in selecting the regions of
Hilbert space which are most relevant to the ensuing non-adiabatic wave packet
dynamics. The analogy to classical mechanics has permitted the use of an existing, albeit
modiÐed, molecular dynamics program.54,55 The successful application of the method
suggests its use in future studies of elementary reactions in proteins.

This study focused speciÐcally on the primary photoreaction of bR which involves a
femtosecond photoisomerization of the proteinÏs retinal chromophore. In this Ðrst appli-
cation of quantum dynamics to protein photocycles, only a small number of simulations
could be carried out. Nevertheless, there arose a rich set of isomerization scenarios with
compelling suggestions regarding bRÏs function. In agreement with previous classical6
and combined classical/quantum-mechanical molecular dynamics studies,18 we report
here a sub-picosecond timescale for the key primary processes, torsion around retinalÏs

bond and non-adiabatic crossings. The simulations also revealed theC13xC14occurrence of two types of photoisomerization products. These had been previously
identiÐed with a putative precursor for the pump process and with a side product which
could be of possible functional signiÐcance, e.g. in the case of an overcharged bacterial
membrane.6,56

Our study also provides signiÐcant di†erences to previous investigations. The
present simulations do not exhibit any slowing near the potential crossing at a 90¡
torsion of the bond, avoiding, thereby, any chance for crossing back to theC13xC14all-trans state on the sub-picosecond timescale. However, the results above suggest that,
after 1 ps, 52% of the optically excited retinal remains in the excited state, while the
balance isomerizes to a 13-cis conformation. The ultimate fate of the long-lived excited-
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state population cannot be stated on the basis of the simulations presented here. Never-
theless, one anticipates that energy redistribution will lead to a damping of the torsional
energy. This may lead to a much more equitable branching between cis and trans pro-
ducts arising from the long-lived population, as compared to the population which
undergoes prompt internal conversion.

Most intriguing in regard to functional implications is the observation that photoiso-
merization occurs in two opposite rotational senses and that the direction of rotation is
correlated with the formation of di†erent photoproducts. It appears that one rotational
sense leads predominantly to a product (case II) which is likely to trigger proton
pumping, whereas the other rotational sense leads to a product (case I) which has been
implicated with a reversal of proton pumping as it arises in certain mutants and, poss-
ibly, in the presence of electric Ðelds under intense radiation.56,57

The present investigation is likely to be considerably extended in the future. Fore-
most is a need to improve the potential surfaces of retinal. In particular, one should
include the e†ect of electronic excitation on other degrees of freedom. For example,
accounting for the weakened force constant of the stretching motion in theC13xC14excited state may lead to an energetically accessible conical intersection. This could have
a profound e†ect on the photodynamics, since internal conversion is known to be
extremely efficient when conical intersections are encountered. Another improvement
which is needed is the recognition of the di†ering charge distributions and polarizabil-
ities of the electronic states. This may be especially important in the light of the impor-
tance of nearby ionized residues, as elucidated by metagenesis studies. A second great
opportunity for further advances arises through the availability of much improved struc-
tures of bR. The observed structures will likely need to be completed through placement
of internal waters, which can play a crucial role and need to be represented faithfully.

The proton pump function of bR was discovered more than 20 years ago and, so far,
has escaped explanation, despite a barrage of investigations. The resolution of the struc-
ture of bR in combination with quantum-mechanical descriptions of the photoprocess
may soon provide the long sought after explanation.
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